Chapter 8. Causal Research Design: Experimentation

Overview

Concept of Causality

; A causal inference relates to whether a change in one marketing variable produces a change in another

variable.
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; Causality (13 3A)
; When the occurrence of X increases the probability of the occurrence of Y.
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Conditions for Causality (13} IA TA)
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(1) Concomitant Variation (4> #0])

; A condition for inferring causality that requires that the extent to which a cause, X, and an effect, Y,

occur together or vary together as predicted by the hypothesis under consideration.
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; Example! Greater sales volume is due to preparation at a private school. Does school (X) cause sales

(Y)?

(2) Time Order of Occurrence of Variables (Ha> 249 Azt o=A])

; For one variable to hypothetically cause another, it must precede or occur simultaneously with the

effect
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(3) Absence of Other Possible Causal Factors (C}F2
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What is Experimentation? (A o]&?)

; It is the primary method for establishing cause-and-effect relationships in marketing.

; Experiment (&%)

; The process of manipulating one of more independent variables and measuring their effect on one or

more dependent variables, while controlling for the extraneous variables.

Independent Variables (5% ®4)

; Variables that are manipulated by the researcher and whose effects are measured and compared.
; ol2fgt WeER (reatment2 . LfA QUThH 714 28, Wi71A] AR, &4 Hut §€ 288 & Atk

Test Units (A8 T9))

; Individuals, organizations, or other entities whose response to independent variables or treatments is
being studied.
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Dependent Variable (E& W%)

; Variables that measure the effect of the independent variables on the test units.
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Extraneous Variables (2% HS)

; Variables, other than the independent variables, that influence the response of the test units,
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Random Assignment to Experimental and Control Groups

; Random Assignment (F3}9] €3)
; Involves randomly assigning test units to the experimental and control groups and is one of the
most common techniques used to control for the effect of extraneous variables on the dependent
variable.
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; Experimental Group (A8 Fth
; The group exposed to the manupulated independent variable.
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; Control Group (EA] Tth
; This group is not exposed to the independent variable manipulation. It provides a point of
comparison when examining the effects of these manipulations on the dependent variable.

; The presence of additional or extraneous variables that impact the effect variable must be controlled in
order to draw causal inferences.

Experimental Design (88 &A)

Role of Evidence (BEAQ &)
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; Even if all three conditions are present, causality cannot be proven. However, if all the evidence is strong

and consistent, it may be reasonable to conclude there is a causal relationship. Controlled experiments can

provide strong evidence on the three conditions. - Malhotra

; The set of experimental procedures specifying (1) the test units and sampling procedures, (2) independent
variables, (3) dependent variables, and (4) how to control the extraneous variables.

Definition of Symbols

= the exposure of a group to an independent variable, treatment, or event, the effect of which are to be

determined.

= the process of observation or measurement of the dependent variable on the test units or group of

units.
; R = the random assignment of test units or groups to separate treatments.
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Validity in Experimentation (Ag<] EFZA)
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(1) Internal Validity (& BFg4)
; A measure of accuracy of an experiment. It measures if the manipulation of the independent variables,
or treatments, actually caused the effects on the dependent variables.
; Internal validity is threatened with the influences of extraneous variables are mixed with the inependent
variables. Without proper control of the extraneous variables, the researcher is unable to isolate the effect
of the independent variable and thus cannot establish internal validity.

(2) External Validity (218 EFgX)
; A determination of whether the cause/effect relationships found in the experiment can be generalized.
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Extraneous Variables (218 HS|E)

@ History
; Specific events that are external to the experiment but occur at the same time as the experiment.
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; Examples: Labor strikes, Stock-outs, Bad weather

@ Maturation (<)
; An extraneous variable attributable to changes in the test units themselves that occur with the passage
of time.
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Fos) AwA At 2 jgto] 23 FA% A Rabe SEARS0] Aol Audol wet ofEA WHakeA]
&47] o]¥7] ujEo] maturation siX]7] HT}.
; Examples: growing older, hungrier, more tired

® Testing Effects (A& &3}
; The influence on respondent behavior of taking a measure on the dependent variable before and after
the presentation of the treatment.
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; Example: ad awareness and prior measures

@ Instrumentation (=74

; An extraneous variable involving changes in the measuring instrument, in the ovservers, or scores
themselves.
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; Examples: changing a scale from 5 to 7 points; is 2.5/5 equal to 3.5/7? Or, how can large scale
experiments be conducted by one person?

® Statistical Regression (A& §]¥)

; An extraneous variable that occurs when test units with extreme scores move closer to the average
score during the course of the experiment.
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; Comment: what goes up must come down

® Selection Bias (A& ®x})
; An extraneous variable attributable to the improper assignment of test units to treatment conditions.
; This bias occurs when selection or assignment of test units results in treatment groups that differ on the
dependent variable before the exposure to the treatment condition.
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; Comment: common among “natural” field experiments
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@ Mortality (Hulg)
; An extraneous variable attributable to the loss of test units while the experiment is in progress.
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; Examples: boredom, move away, death

Controlling Extraneous Variables (2% W4 EA)
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(1) Randomization (F=FL18hH
; One method of controlling extraneous variables that involves randomly assigning test units to
experimental groups by using random numbers. Treatment conditions are also randomly assigned to
experimental groups.
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(2) Matching (5jE)

; One method of controlling extraneous variables that involves matching test units on a set of key



background variables before assigning them to the treatment conditions.
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; @ Test units can be matched on only a few characteristics, so the test units may be similar on the
variables selected but unequal on others.
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; @ If the matched characteristics are irrelevant to the dependent variable, then the matching effort
has been futile(F9]%h).
; ok UjRE SHE0] B4 Waol REAS Role, ujE Gk Qlofarh

; (3) Statistical Control (BAX EA)
; One method of controlling extraneous variables by measuring the extraneous variables and adjusting for
their effects through statistical methods.

; (4) Design Control (A SA)

; One method of controlling extraneous variables that involves using specific experimental designs.

A Classification of Experimental Designs (A3 AA 9] £5)
; (1) Preexperimental Designs (ofH] A8 AA)

; Designs that do not control for extraneous factors by randomization.
; QR AR SAIE Qo) FARISHE AMESHAl Zeth meEkA olEe B UE/QA Egde Ee weth SHAlw
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; (2) True Experimental Designs (&A] A& AA)
; Experimental designs distinguished by the fact that the researcher can randomly assign test units to
experimental groups and also randomly assign treatments to experimental groups.
; o7IolA HIRAFES FAIQ AE HAug oz ggsith mebA olyd dAE QR wfEl UE =8 SAEE
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; (3) Quasi-experimental Designs (A} A8 AA)
; Designs that apply part of the procedures of true experimentation, while lacking full experimental
control.
; Ol AFAE =8 WU X2 (reatment) & PASHA AR 4 QLo AA AE Al (apparatus)o] IHE A
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; (4) Statistical Design (BAE AA)
; Design that allows for the statistical control and analysis of external variables.
; SAR AAE O35 543 A8 uletad BERErh

Preexperimental Designs (oH] A8 dA)
@ One-Shot Case Study (2Fdt AR A7)

; A preexperimental design in which a single group of test units is exposed to a treatment X, and then a
single measurement on the dependent variable is taken.

; X O,
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® One-Group Pretest/Posttest Design (FH! Ftt MAH/SHH 4AA)
; A preexperimental design in which a group of test units is measured twice.
; Oy X O
; Treatment effect @ Os- O
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® Static Group Design (A% Tt 4A4)

; A preexperimental design in which there are two gorups; the experimental group (EG), which is exposed
to the treatment, and the control group (CG). Measurements on both groups are made only after the
treatment, and test units are not assigned at random.

; EG: X (Of

; CG: O3

; Treatment effect : O1- Op
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True Experimental Design (JA] &3 AA)
@ Pretest/Posttest Control Group Design (RAE/SAE BA J GA4)

; A true experimental design in which the experimental group is exposed to the treatment but the control
group is not. Pretest and posttest measures are taken on both groups. Test units are randomly assigned.

; EG! R 0, X Oq
; CG: R 0; X Oy
; Treatment Effect(TE) @ (Oz - O1) - (O4- Os)

; IAe 24 AR/EA ool Qo2 FgEint. ZF "okl tisl AAE] 4 (pretreatment measure) O] SIRRICE E
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; MY 58g AT ozA SAE 53 0 interactive testing effect(d3 A8 g3h7F Uerd ¢ QAT

; Interactive Testing Effects (A& A¥ &3}
; Effect in which a prior measurement affects the test unit's response to the independent variable.

® Posttest-Only Control Group Design (FAE-3Y SA I 44)
; A true experimental design in which the experimental group is exposed to the treatment but the control
group is not and no pretest measure is taken. Test units are randomly assigned.
; EG: R X O,
; CG: R O
; Treatment Effect(TE) @ Oy - Oq
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Quasi-Experimental Designs (§AF A8 AA)
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Laboratory Versus Field Experiments
; Laboratory Environment (84 8-2)
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@ Time Series Design (A7t A&E HA)

; A Quasi-experimental design that involves periodic measurements on the dependent varible for a group
of test units. Then, the treatment is administered by the researcher or occurs naturally. After the
treatment, periodic measurements are continued in order to determine the treatment effect.

; Oy Oy 03 04 X 05 Oy Oy Og ...
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; Multiple Time Series Design (B4 AlZt @538 AA)
5 A time series design that includes another group of test units to serve as a control group
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Statistical Designs (EAZ AA)
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; An artificial setting for experimentation in which the researcher constructs the desired conditions.

; Central-location theaterollA] Bal Al@at Fe&t Agste A AP AT IBolth kst mje Q19 g
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; Demand Artifacts (27 QZE?)
5 Responses given because the respondents attempt to guess the purpose of the experiment and
respond accordingly.

; Field Environment (873 84)

; An experimental location set in actual market condition.
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Factorial Design (QUA} AA))
; A statistical experimental design used to measure the effects of two or more independent variables at
various levels and to allow for interactions between variables.
3 270 old WiES] SAIFQ gt Zztel Beld fatEel §it thE W A& M(interaction)O] WERSTHIL ST
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Selecting an Experimental Design

; 9% 84 (Field environment)2 &&(behavior), Bl (attitude), X1Z(perception)Q SEE RIS RAKNE
WA ERgdol deks 7IRle oA desd tig SAE £ © Eojof dth Juk vk WiE Efgdo] |AEnH
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Factor Laboratory Field

Environment Artificial Realistic

Control High Low

Reactive Error High Low

Demand artifacts High Low

Internal validity High Low

External validity Low High

Time Short Long

Number of units Small Large

Ease of implementation High Low

Cost Low High




Limitations of Experimentation

(1) Time (XNZ})
; Be ERo @z 4Be MEE Aol golot MSIALL g So mEnd Auelolt ANE w99 A
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@ Cost H8)
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QA 2ITe FAPFQ A7 ePolU BAY HISHIIE § Be AS Jsior sith AE2 Ashe FEolA Al
Ztjojof Sitt (initiate) AISHE 714 flof miE AIE 5 AH QT mass advertisingo] 7NUE I =Y ojof T
AgtE 5 A9E d2ior St} HAE ol Age vl suw g8jrt St

(3) Administration (EA)
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Application: Test Marketing
; Test marketing (A18 THAE)

; An application of a controlled experiment done in limited, but carefully selected, test markets. It
involves replacing the planned national marketing program for a product in the test markets.

; Test markets (H|IAE O})
; A carefully selected part of the marketplace that is particularly suitable for test marketing,

Al THAE S 271K 55 0 @ MEY AE 858 TA] @ FHE Y& ©eE9] Rl TAEE Al

; BE UiEl HAES Ak 212 od
QFf AP AANE BFEH= AS Fu
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Summary Illustration Using the Opening Vignette
International Marketing Research
Technology and Marketing Research
Ethics in Marketing Research
; Debriefing (AFEEI1)

; After the experiment, the process of informing test subjects what the experiment was about and how the
experimental manipulations were performed.

[Discussion]

1. An advocacy group wants to test the effectiveness of an abstinence education commercial. Two random samples,
each of 250 respondents, are recruited in Chicago. One group is shown the abstinence education commercial. Then,
attitudes toward abortion are measured for respondents in both groups.
a. Identify the independent and dependent variables in this experiment.
[ THA] 8 Z2ojE A ]
independent : exposure to abstinence education commercial
dependent : person's attitudes toward abortion
b. What type of design was used?
[[ THAl & ¥ 2ol A ]
True experimental Design

Definition of interesting commitment?

reason of didn't pre-measure?

randomization is good idea but what if we had a docteration? Measure change the belief.
Reason for after-only. "MEASURE ATTITUDE OF CHANGE" is the really matters. pos-test only?

2. In the experiment just described, suppose the respondents had been selected by convenience rather than
randomly. What type of design would result?

[[ THAl 8t ¥ ZolE A ]

Preexperimental, "static group"

3, State the type of experiment being conducted in the following situations.
a. A major distributor of office equipment is considering a new sales presentation program for its salespeople.
The largest sales territory is selected, the new program is implemented, and the effect on sales is measured.
[ T 8 ¥ 2ol A 1]
Preexperimental
One-group Pretest?

b. Procter & Gamble wants to determine if a new package design for Tide detergent is more effective than
the current design. Twelve supermarkets are randomly selected in Denver, In six of them, Tide is sold in the
new packaging. In the other six, the detergent is sold in the old package. Sales for both groups of
supermarkets are monitored for three months.

[ T 8 Z2ojE A ]

Statiscal Design??

True experimental Design

[Lecture Note]

Binomial Test for “A Child’s Paper”
Ho: no difference, p = .5
Ha: positive difference, p > .5

= .05 (95% confidence)
Reject Ho if Z ) 1.645

(m+ .S*np)

Vnpg)

7=



Where n = 288, =5 q=1-p=.5x =123
((123+.5) (288 < .5))

(288 % .5 < .5)
Z=-195/85=-23
Therefore, do not reject Ho

7=

Example From Medical Research: Intranasal Lidocaine For Treatment Of Migraine

Objective: To evaluate effectiveness of treatment with lidocaine for migraine headaches
Design: Randomized, double-blind, placebo-controlled trial
RS O X O
RS O 6]
Patients: 53 received lidocaine; 28 placebo-controlled
Measure: Success determined by at least 50% reduction of headache within 15 minutes of treatment

Successful Not Successful
Treatment 29 (55%) 24 (45%)
Results: Control 6 (21%) 22 (79%)

P(x? =8.01,1df) < .005

Chapter 9. Measurement and Scaling: Fundamentals and

Comparative Scaling

Overview

Measurement and Scaling

; Measurement (573)
; The assignment for numbers or other symbols to characteristics of objects according to certain
prespecified rules
; IR ZAIN, 2AIES B B sl olge gL
; O BE xR SAF BAg 51&3t] flsk
; @ Aol Uit 3E A (communicate) S F7] 9150
; Measurement is the process of attaching numbers to objects or phenomena. That is, an unknown quality
is compared with some standard of the same dimension.
; Scaling (A%)
; The generation of a continuum upon which measured objects are located
; Data
; Nonmetric or qualitative : Norminal scale, Ordinal scale
; Metric or quantative : Interval scale, Ratio scale

Primary Scales and Levels of Measurement (7|12 &= @ =& o)
(I) Nominal Scale (B2 &)

; A scale whose numbers serve only as labels or tags for identifying and classifying objects with a strict
one-to-one correspondence between the numbers and the objects.
; BWE ATt AE (identification) & {18 fHteZ 2o0/H, SFHE T 9% ZF A Alojole 1t 1 FATo]
WAET}
; B8 e BERo BFozk AREHL o] SHAES 45 HIEF (mutually exclusive)o]al BEO] §Ho] MRS
T4 (collectively exhaustive)dtojoF SH}

; Mutually exclusive : There is no overlap between classes; every object being measured falls into

only one class.

; E2 classol &3 212 Z2 HSE Mok sl ojmsh 27) SEAk 22 MSE VMRl Zerh
; Collectively Exhaustive : All the objects fall into one of the classes.

2

SO ggE MEEe SYE 5459 YU 98 VEslE QErh oE Sof SsNo| Ul 92U
THe o] ohth, ol SeliolNE Thaztrlolt, ool 1, EolAl 28 BYETH ojdo] LAkt
ohith. BB HEo 2RSS 9 Ad(count) B 4 Tk SSNE BEUAY Surle HEs FFuria

o] opTh,

=
=

o ro 2 o2
o

30
rr

o » Iy -

; ex) SSN, W] &7 M40] ¥5, {male, female}, {European, American, Asian ancestry}

; Measurement at its weakest level.

; Numbers are assigned without numerical meaning.

; Some difference exists but no magnitude, direction, or quality implied.
; Statistics: chi-square analysis, Binomial test

; Chi-square Test Example : Observed Product Usage by Gender



Gender
Product Usage Male Female
Light 50 10
Medium 80 70
Heavy 20 90

Ho: use of product is independent of gender

Ha: use and gender are related

let a

.05

Reject Ho if P(x?) < .05

; Binomial Test Example :

Is Coke Preferred to Pepsi?

Taste Coke and Pepsi:which do you prefer?

22/80 prefer Coke, and 58/80 prefer Pepsi

Ho:

let a

Peoke = Ppepsi = .50
Ha: the proportion is not .50

.05

Reject Ho if P(binomial) { .05

Primary Scale

Basic
Characteristics

Common Examples

Marketing Examples

Permissible
Statistics

Numbers identify

SSN, numbering of

Brand numbers,

Nominal i . store types, gender Percentages, mode
and classify objects | football players o
classification
Number indicate the
relative positions of . . .
. Quality rankings, Preference rankings,
) the objects but not X » X X
Ordinal . rankings of teams market position, Percentile, median
the magnitude of . .
i in a tournament social class
differences between
them
Differences between
Int | objects can be Temperature Attitudes, opinions, Range, mean,
nterva.
compared; zero (Farenheit, Celsius) index numbers standard deviation
point is arbitary
Zero point is fixed;
! ratios of scale . Age, income, costs, Geometric mean,
Ratio Length, weight

values can be
computed

sales, market shares

(Al

(2) Ordinal Scale (N8 =)

; A ranking scale in which numbers are assigned to objects to indicate the relative extent to which some
characteristic is possessed. Thus, it is possible to determine whether an object has more or less of a

characteristic than some other object.

; AE AEE AUA EiE (attitude), Elﬂ(oplmon K ZH(perception) & M& % (preference) & FE5H7] 18] AL
e} olzist gHjol 58 FES SEAtdA "EDE &', " EC Felojghs #ug UiglA wEeEth SERolA th

o Ax =0 JSE0] tisiA «=f1E wirle Zﬂol 0|9} Ze ZAPo|th.

; A9 AEE 553 td(equivalent object)o] 22 WHE W=rH WE L9l SASICE tlak AtololA AJFst
H A= golRle & ous duo] exzE g8 4 AUt olHE Fo=E Qs AE Fk tiye 71EHQ Ag
o] gogle o ofBAE WIE + ATk AE HLolM AlE IE89 AL metaet getxx| 1%0 ool mheta]
gERlE &L oS olRE AYE HEolM A, HAE, ¥ 2 U Q9% SAE AIEsHe Ao| 7Fssith

; ex) Quality ranking, Rankings of teams in a tournament, education levels {LT high school, GT high
school, college, ..}

; social class (upper ) middle ) lower)

; grades (@) b)c)d)e)

; Likert scale (strongly agree ) agree ) neutral ) disagree ) strongly disagree)

; Differentiates and orders; called the "ranking scale"
; Characteristics:
; Items being measured are compared with each other, not some absolute standard; ; no absolute
zero point
; Intervals between ranks are not equal
; Ordinal transitivity postulate applies: if a ) b ) ¢, then a ) ¢
; Statistics: median, Spearman Rank Order Correlation

; Spearman Rank Order Correlation Example

Say social class and final grades in a course are measured for 5 students:

student social class grade
1 upper 3 a 4
2 lower 1 c 2
3 upper 3 d 1
4 middle 2 b 3
5 middle 2 e 0

Is there a correlation between social class and grades?
Ho: no correlation between social class and grades: p = 0
Ha: correlation: p ) Oorp ( 0

let a = .05

Reject Ho if P(p) € .05

(3) Interval Scale (T4 Fx)

; A scale in which the numbers are used to rank objects such that numerically equal distances on the
scale represent equal distances in the characteristic being measured.

Ato] HIWE 7HssiAl St
(1=745] opth 7=mj® 1
v 2

Hg mgsha U8 3%,

; I Az AY et Zeshe ZE FRE ZESITL A7) Haf ole tEE 9

13} 29] RpolE 29k 39] Afolot AT AIF FAlAE &9 HEz2 g Hxd gst As
S Ul 4 HE= st 24 ARk ZP‘OI SYTE Qo] hish 5HE 5

tido] Ze =AE 74 4 9k

; 2 HZolA 08 (zero poiny) €] PIRIE AFEO] SIA] & 08 7 Gel= dF ottt ol %9 FHoA

o &t} SR (Farenheit scale)@t A4 (Celcius scale)= 7] THE 083} T WRIE AFSSITE 84 &%52 '@%

‘B 28 548 7L Atk & y=ax+bd A& fAE £ Qo Ao 4%

ge 1, 3 52 W7IE 22, 26, 282F mi7|E ZrThe Qmjojt),

; 080 FE] QA €7] miRo] ArFe] HIES Fske 2L 9n7t §ith. & PhoenixolAl 90F 0]3l BuffaloolAl

60F & m Phoenix”} Buffalo®C}t 1.58] Hriil Wahs Zlo] Qmi@ls 210]7] wi2olth. (Celcius scale® HEEH 1



Hi7h =o] W)
; Al e, B3R 80 gsto] tisE g, B& 8A 8k AFEE ¢ At J3U VIS "He 3E FHRolA ; Differentiates, and orders in standard absolute units; true zero point represents the least possible
= Qnogith amount,

; Statistics: any statistics that apply to interval scales apply here too

; ex) Temperature (Farenheight/Celcius)

5 1Q score ; What Components Impact On The Measurement Process?

; Centigrade and Fahrenheit temperature 1. true characteristic

; “10 point scales of agreement” (0 through 9) 2. stable characteristics of the respondent: intelligence, social class

3. short term characteristics of the respondent: fatigue, health, hunger

; Differentiates and orders to some standard units 4. situational characteristics: physical surroundings
; Represent differences not absolute quantities. 5. characteristics of the measurement process:
; Differences are isomorphic to arithmetic. interviewer's personality,
; No absolute zero. type of survey: phone, mail, personal
; Statistics: mean, standard deviation, t-tests, ANOVA, Pearson correlation, regression and discriminant 6. characteristics of the measuring instrument: unclear instructions, confusing terms
analysis 7. mistaken responses caused by carelessness

8. characteristics of the analysis: coding, tabulating, data entry (8 = 3)

; Elaboration On Interval Scales

The following temperatures are equal.... Intentions v. Behavior

Centigrade 0 10 30 100 ; Stated Intention = True Intention + Error
Fahrenheit 32 50 86 212 ; examples
Since there is no absolute zero, absolute comparisons can't be made. Thus even though 100 C is 10 ; 53% of intended automobile purchases actually took place as intended
times larger than 10 C it is not 10 times hotter. If that were the case, 212 F would be 10 times ; 30% of those who vow to exercise do so
hotter than 50 F. But, there is an equal interval between scales: ; 25% of those who indicated intended museum patronage followed through
c = (30-10) / (10- 0) = 2
F = (86-50) / (50-32) =2 ; A Troublesome Issue
; Using interval scale statistics for ordinal scale data
; ANOVA Example ; There is some evidence that respondents tend to avoid extremes on any judgment scale, and
Say sales by shelf position are as follows: sometimes they avoid a neutral or zero center position, thus forming a skewed or possibly a bimodal
eye level 50 units/week (average) distribution.
chest level 78 units/week (average) ; Other empirical research shows that polar adjectives frequently did not form interval scales.
knee level 12 units/week (average) ; Certain statistics such as the t-test are affected rather dramatically when the assumption of
Is there an apparent relationship between sales and shelf level? linearity (equal intervals) is violated.
Ho! Ueye = Uchest = Uknee
Ha: at least two means differ Selecting a Level of Measurement (58 & AEfs7])
let a = .05

® Nominal Scale
In the past year, who made a contribution to your household income?
1. Make head of the household.

. Female head of the household

. Both male and female head of the household

. Other

Reject Ho if P(F) ( .05

. = 2

(4) Ratio Scale (Hg€ %) 3
; This is the highest level of measurement. It allows the researcher to identify or classify objects, rank 4
order the objects, and compare intervals or differences. It is also meaningful to compute ratios of scale

values. ® Otrdinal Scale

In the past year, what was your annual household income before taxes?

; HIE ARE ¥R A9, 3 Fo RE EHES EESith F/MECo2 A 0" (absolute 0 point)0] HAJELE L e 20,001
Ol Scaled] Or1g1n01 TEGYPCH= AL Juisith. 7HE BRI UEA, AR HIES AMsts Z0] oi7)olA - Less than $20,
L omic. . $20,001 to $50,000

; Hlg HEt vl (proportion) & o183t WEE 4 Tk WHAE y=bx o3l ol7lolA b &9l Aok 74
Aol SFET a7t golFiths Hol F=2ata}.
;Hlg HEols BE B4 Wyol A88 4 Atk A7)0l Ualed Y5k BE ST B8 Fhssith

2
3. $50,001 to $100,000
4. $100,001 to $150,000
5. More than $150,000
® Interval Scale
In the past year, what was your annual household income before taxes?

; ex) Height, weight, age, income, sales, costs, m/s, number of customers, drive time, distance, Kelvin
temperature (0 K = -273.16 C)



Much Below Average Average Much Above Average

@ Ratio Scale

In the past year, what was your annual household income before taxes?

;DA @ R ZeE de & e FHY o] ST, s SEA Wle
SHRIA €t wetA &St (trade-off) 7h LIERGTE ARERQ 2 ZARPE ©HE d8 & A

QXA HE(cognitive load)%® T
=l =
stal AEs SAF BA4g $dsh= Aot

a0 BAES dY

A Classification of Scaling Techniques
; Comparative Scales (A& FE)

; One of two types of scaling techniques in which there is direct comparison of stimulus objects with one
another.
; ex) SHASE Coke®t Pepsi & 0l g MSsheAl UE® 4 QUth o] o oHEHES dUF zolg S4sith
ol Mg E &9 £4uE JHXa ok Hrh
; 0l W2 nonmetric scaling Ol2tal EE|7]% S}
; SUE FRo T & BEe tEEg Ze xoprt EEE ¢ Ats
olojA MElstes ZRSI} EF 252 A W] USTHK F
(carryover)E Zaslslds dgo] QUth
;7 2 9Ee A9 AR 249 Aot 8 tAES dojA] LESAE £ glth dE E0lA C

Hlwsle BS, UE0 RC ColaZ HHlS BS AR MER ZAFE oo St ol2ish GEES HIETE 3
gogM S5 5 Atk

Arke SEROA £ Oy A

ojtt. HI &
’ g &3t(halo)th LHAl 3t

p.sle)
=
g HAE

i FJ

o

Coke / Pepsi

; Noncomparative Scales (HIATE F%)

; One of two types of scaling techniques in which each stimulus object is scaled independently of the

others.

; Ol monadic & metric scale2E ETH, XSS ZZ tis) SYFOZ Hert AR 23 Ase gyt

Hoz M H&vt "t ol§ 50 S8€AM: COkeE 1-77H] F4zZ mjd O‘E} O] Pepsi®t RC Coladl Thsl
ME FASH PalE 4= QAT HIATE FEs 3589 &¢](continuous rating) S g5oHE ¢ X (itemized

rating scale)& ZSict,

; HIAHA e oA ZAA 7He g 20]s dgoltt.

Noncom parati
e Scales

alres antinuous emz!
Constant Sum Comparison Rating Scale Rating Scales
; T \
o emantic
( Stapel j [ Likert j [Differentia\]

Comparative Scaling Techniques (Athd & 7|H)

(1) Paired Comparison Scaling (& Hal JX)
; A comparative scaling technique in which a respondent is presented with two objects at a time and
asked to select one object in the pair according to some criterion. The data obtained are ordinal in

omparative
Scales

nature.

; Ol 2h9) &g SAld Fil & & stUE 2% ok 7IHolth

;R HlE HEE 9B BASO) 471 ) olsiY W) R8stk Be 40 HALsL Fojarky, vl H9e 5
olLp7l Hrk. Theto] Folxl Aol wWebAl bias7h LR 4 9tk @ HIAME We, & Hlash ni Astld 2
YolLhr] Gtk Zolth. @) of ES ol tiet Sl Agishl Brh SEx: il ek The A 45
¥ 4 9tk ST azo] FEL duolA Sokdiths A FESNE SEL.

2}

(2) Rank Order Scaling (9] A€ k)
; A comparative scaling technique in which respondents are presented with several objects simultaneously
and asked to order or rank them according to some criterion.

Agoz 1gx ¥e 7

% HII HEet Zol, o] WHE AUE 548 Ktk S 1912 nhE B
A £ Mgste JEg BEol

=
L Qloh &, JA2 "7 FA dojote" A = ths gujojth. =9 Mg F

1'ﬂ‘*

]_o]o] PSk=A nl =) A=SgTe)

==l

; ii=4 HEE Sdsiet 8822 o|gHr). &9 =

E AlolojA TEIIES ZAS olgigt Ak Axle &% Fo] 2rh 7PATH 9 ole & HlW HUE Fe Azt
o] At} ErE P A olsiEal, Bat gA ®Y 7Fs(communicate) 5HHE Z0]TH
; 71 & BEe olde 23 AY AR ARTE vHEojWths Aolth

o
e
i)
1

(3) Constant Sum Scaling (8 & %)
; A comprarative scaling technique in which respondents are required to allocate a constant sum of units,
such as points, dollars, chits, stickers, or chips, among a set of stimulus objects with respect to some

criterion.

; 1A A AOEQ 02 /L wetd 1EE FE AEE mericCE FFHC U oJAL A w2t ¢
oA SEE thilo] tish HEE = Aojx, olgish At YuistE AL THE T teidz B& 7Hssh A& ot
Lth JEs] YokAhH, IEEE MY HEZ A3 E oo} St

; 18 # AR b 2 e olZlo] thekE Atol9] S ThsatA shal ARkl Bol delA] Zethe Folth

; O 7hg & 9Ee SEAE 6 Bol 82 AA vl g 4 ATths Z10JCh (1080]u 949 Zo)) o] A7 Eilis)
W ZARRE 10080] Hes ZFstAL SEAIS BAoA AQlsior Stk

Relationship of Measurement and Scaling to the Marketing Research Process
; 583 AT Research Design THAIONA FSiZITE AN FEs 58 ©A{BE, A9, 7H, HIglE dgsior
th
| ES DA BE 2 AQ A5y 538 o) s NES desior it

i

Summary Illustraion Using the Opening Vignette

International Marketing Research

Technology and Marketing Research

Ethics in Marketing Research



[Discussion]
A6. Target and Wal-Mart are two of the major department stores. Develop a series of paired comparison scales

comparing these two stores on store image characteristics. Identify the relevant store image characteristics by
visiting the Web sites of these two stores (www.target.com, www,walmart.com)

Al. Identify the type of scale (nominal, ordinal, interval, or ratio) being used in each of the following. Please
explain your reasoning.

a. I like to solve crossword puzzles. (= interval)
@ Cheap and Expensive

Disagree Agree
@----- @----- @----- @----- ® @ Excitable and Calm
b. How old are you? _ _ _ _ _ _ (= ratio)

c. Please rank the following activities in terms of your preference by assigning rank 1 to 5, with 1 being most
DI1. "A brand could receive the highest median rank on a rank order scale of all the brands considered and still

have poor sales." Discuss.

preferred and 5 being least preferred. (= ordinal)
i. Reading magazines _ _

ii. watching television __

iii. Dating 1 think it can be possible if the specific brand is positioned in the consumer's mind as a high-quality and

iv. Shopping _ _ _ _ customers are thinking that the brand is too expensive to buy it. In this kind of situation, I'll argue that it is

. .
v. Eating out problem of consumer's perception.

d. What is your Social Security number? _ __ _ (= nominal)
e. On an average weekday, how much time do you spend? (= ordinal)
i. Less than 15 minutes

ii. 15 to 30 minutes _

iii. 31 to 60 minutes

A2. Show how intentions to purchase four brands of soft drinks (Coke, Pepsi, Dr. Pepper, and 7-Up) can be
measured using ordinal, interval, and ratio scales.
(1) Ordinal scale

Please rank the following items in terms of your preference by assigning rank 1 to 4, with 1 being most

preferred and 4 being least preferred.

@ Coke

@ Pepsi

® Dr. Pepper

@ 7-Up

(2) Interval scale
I made up it with 4 sub questions and each of the subquestion has a statement like "I like Coke, or I

like Pepsi, ..". And each question comes up with 5 points which is from 1 to 5. And 1 is Disagree, 5 is
Agree. Respondent are required to mark all the 4 subquestion.
@ I like Coke {@ is Disagree, ® is Agree}
@®----@----@----@----®
@ 1 like Pepsi
©----@----@----@----®
® I like Dr. Pepper
®----@----@----@----®
@ 1 like 7-Up
©O----@----@----@----®

(3) Ratio scale
Please score each of the soft drink brand in numbers but the sum of the scores should be 100.
@ Coke _ __ _
@ Pepsi  ___ _
® Dr. Pepper __ _ _
@7-Up ____


http://www.target.com
http://www.walmart.com)

Chapter 10. Measurement and Scaling: Noncomparative Scaling
Techniques

Overview

Noncomparative Scaling Techniques (HIAUE FE 7]4)
; Noncomparative Scales
; One of two types of scaling techniques in which each stimulus object isscaled independently of the
other objects in the stimulus set.
; HIATOAE AEE mitl2 monadic scale(Thd AE)oleti® E)=t], § #o] shte] thalvto] E7hw7] nfizolth
HIATE RS AMSsHe SEARE A7) AMlQ] +29] EF (own rating standard)E AMESICE (Fatal attractionO]2h

=

Continuous Rating Scale (g% «9] Jk)
; Continuous Rating Scale
; A measurement scale in which respondents rate the objects by placing a mark at the appropriate
position on a line that runs from one extreme of the criterion variable to the other.
; Ol SEAPL 2719 A e AR Aol BAIE SI=F St webA o] mi 28.6373 Z2 AR Ue = 9L
t} A% +¢ AR FgHe 7 52 $¥ & th 7hssith A% &9 AEE UmE graphic rating scaleol2hal

Eo7|% Sith

2

9] Az

statements related to the stimulus object.
; AARES BHE 1 AR FFErh 2 oo uigt 229 FE ddst
Ha7t 39701 H g
AR thsiAl SEAL
; B2 Zet 28 59 =]
T ZUigt+1 oA el e wWozA o]Fo] F 4 Utk (4
{5+1}-2=47} €ThH

; TAE AxE "W/ F-o] Atk 4 A eI (construct) FEl(administer) 817170 HUh TS SHANEO]
olsiat7I7t At ES ¥, [t Y B WARE wHo] Mgttt 2|RE HEo WIHA WP mAEA EsHA
ARSEE, ool HAEE 9 MY (7, 95)0lu A& (descriptor) 9] HE(BR%, FEE) 59|

; 7FE & BEe gAHE AAY0] tE g5 Hio] dls) eEshetl Alto] O ®o] ZRt: Aot SEAES #
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£ s} TR @8l ofd T A7) ARl ielKe Bk A 2 (?) Semantic Ditferential Scale (M APE2} )

; A seven-point rating scale with end points associated with bipolar labels that have semantic meaning.

; ou) Apdst AEE ARSE o, SEAR: BE B, oigolu UE tidEe &5 E8Atbipolar adjective) Aol
oA " mi7|A Eth (g W ", "ot 8)

; SHANE tyE 7HE & HAHe 7ol BAIE SFA ©ith 2 AR el FoRA s3stESs s skl S8l &
g2 B AR WAl Sith ole ZPEs AR Eal §Fo Hafurte, olgHt AURIA SEXoIAL ALt
AA BEAQ HEES 710 47 Sgxte] dgs SAlsh] el ARt

; OmAPESE Ho] ARSE Z719) gEe -3 ~ +3 olu 1~7 AEZ FmARE 5 Ak By ARE

AN, Z2utd BAo] ARt Z2utd BAMojA 2 gEo] thsh Hyolut S3gto] ALtEN, 28 (plot) &
1, SAXCE 2AdEH. 2E SRECEAN A FET iy 9 ARbEQ xjojFolu fAEE EEE 4
ATH

W= L 015 90 Q0]&] A=t El AL 714 2 = 5] = - =
; HE 2 E ddstal 0ol goFo)7] mzof, o] 9 Hre 1E HE ARE MYt . ojn] xbES= 1 ZhEA (versatility) 02 O15] A&} ZANIA WIS Q1719A 2ol woth. ol HAlT, FE,
c o HE AME] & 3] = } S B 0]ES Ay AL o]H [SHEN
) G HmE GEeh] AUk ST FiRE Sad g0l melrix] BE € 058 Rl AS ofEa dew 5 St olHRle) HIEL BT L B3 @ ANL AME A @7 Sol ASED. A8 2 vEe HeE void g
gk, ol QIEMIOINE HA TREC. o Hus 9o BEAE AP HolT
Scale Basic characteristics Examples Advantaes Disadvantages (3) Stapel Scale (AEFE? FI)
. . . Scoring can be ; A scale for measuring attitudes that consists of a single adjective in the middle of an even-numbered
Continuous Rating Place a mark on a Reaction to TV
. . . Easy to construct cumbersome unless range of values.
Scale continuous line commercials ized ol PRINESS o en N e —— o, = om0
computerize ; Ol W7l SRR OR AAIEI, -55E +57kA7F FoAth. 8EAhs SHe dHstes s1&8FAl ZEth (5 080]
Degree of agreement Easy 1o construct Qth SERHE £A1E MEste] 229 wolrt Akt FEs B2 Rgsehl S BABRAE Ue e
on a l(strongly Measurement of ' 27l A5 1O 2apll BRSNS
Likert Scale ) i administer, and More time-consuming =Ahs GES QAL 2 =xbe REESH QAo
disagree) to 5(strongly attitudes anderstand ;2B HER Qojnl ARE E 04 HER ofATD. A Aol shio ZEARES Agsts Aol o
agree) scale hEst Mol tiel ARE AEoR, ASE B8AVH AL vl Jnlg AHEEA HEl BAER "edt 9l o
Difficult to construct - = ) - = [ =
L . Seven-point scale Brand, product, and ) ) ) ol o] Hro] 7HESe Fgt AEIFoIA UEdTh ST AR AFAES AEHE 7t ETAEI ofYria A
Semantic Differential i . Rk Versatile appropriate bipolar .
with bipolar labels company images diecti Zkeitt.
Unipolar 10-point AR ; ol AEE IAENE BHe Heg hse Stk &Eol Atk oE Bol ol Hst QEROIA ol 2ol
Easy to construct and . ol &HIRF HE ZAWIA 74 Q7] e BHolIE Sk,
scale, -5 to +5, Measurement of . Confusing and
Stapel Scale k i i administered over e
without a neutral attitudes and images difficult to apply _ _
point_(zero) telephone Noncomparative Itemized Rating Scale Decisions (A& &2 & ZF)

; HIEOR HEE Agste dd 7ied shthe 54 At Jxlo H&shetl tish |94 (flexibility) & AM33ths FHol

Itemized Rating Scales (8% %)

; A measurement scale that has numbers and/or brief descriptions associated with each category. The
categories are ordered in terms of scale position.
; ol TAEONA 7FE de] 2ol AEo|7|% Sith

(1) Likert Scale (BIAE &)

; A measurement scale with five response categories ranging from "strongly disagree" to "strongly agree",
which requires the respondents to indicate a degree of agreement or disagreement with each of a series of

Ch



Decision Factor Guidelines

While there is no single optimal number, traditional guidelines

Number of categories . . .
suggest there should be between five and nine categories.

Balanced vs.

In general, the scale should be balanced to obtain objective data.
unbalanced

If a neutral or indifferent scale response is possible for at least
Odd vs. even number

of categories

some of the respondents, an odd number of categories should be

used.

In situations where the respondents are expected to have no
Forced vs. nonforced opinion, the accuracy of data may be improved by a nonforced

scale.

An argument can be made for labeling all or many scale
Verbal description categories. The category descriptions should be located as close to
the response categories are possible

A number of options should be tried and the best one selected.

Physical form

(1) Number of Scale Categories (HE HF9] $)
; DARRS BEOA L Ul MFo vt BeeE Hils, Uioh 2 ThE tAE 7o) xtol7t RAIGHA Hth (finer)
; Sensitivity (FZE)
; The sensitivity of a scale is closely related to reliability and is the ability to detect subtle
differences in the attitude or the characteristic being measured.
; AR dF 25 SZU UZER ST "t ST Be o BMFEE SEAVE ¢ B2
ougitt. SR FEo tEd uf Mg ¢ A= AR Zo= AV Utk
Elolth. dE2XE & $ & dst UEI Ze 2% H: dF9 47 HFE Ikl e SEAEA "ok dERY
=7 Algh JA = EOHE AlefEAoltt,
; Z18SHE $x(optimal number)7h QICHH ZRAAFE @7EE AH g3t Al 3 8490 #¥g Zolojof sith. A
SHQ Ao mEd AR AL piED B2 HFEe deke Aol Stk i ol HE HFox SEAk: &

gAY D28 L717] wi2o] Age ol oA Hoh

(2) Balanced Versus Unbalanced Scale (@8 o U8 &)
; Balanced Scale (Z8 %)

; A scale with an equal number of favorable and unfavorable categories.

)
; HIEE HE9 o "mnyo) sfgshks Zo] 471, "ETh'ol sidste Zol 27 e B

; dEdor w8 HLrh RO Higzlsith Wk ZAAPE SEARS0l REFoIAY SEEFCR &Sulrial e 4
< H#E HEE AF8ohes 2k HIFESI dE S0l 14 wE9 42 HE 3FFer &UA HE(skew) O]
= B SHARSO] dAke O AFol thelAl wHEshy] miEolth, etk o] e wE BFY £E BuE HEI
HUH 2A Stk voF HIREH T AF8EY, Ak EXEEE AR BAA] dlEstoior St

(3) Odd or Even Numbers of Categories ({43 & W 47 FE)

Aol soflrhd, FUEE BE 'S’ UHDh 58 WS Asshs 23 A8sK 2t Ae Syl
ggg 7130, BAE Mde YRS s 84719 ¥RE s 28 B0 oot
(o) =

ZARPE SEA Q177 BolA ARIE SEA ode u4stal e AREC] At A W &5 FRE

g AT ¥ ZAAPL SdEolu B SHol githal BErE Al HEE A8 4 Qlth

VI
oo 2 S
jita)

© 2@ D

>~
R

(4) Forced or Nonforced Choice (ZH| &L H|ZA Md)

; Forced Rating Scale
; A rating scale that forces the respondents to express an opinion because a "no option" option is

not provided.
; Crok SERIY AYrt BoAY uf ZA HE HEg AMESITHH, SERMe R e Muste Ao At

FEshs 237 2 & Ak olEE A "RodAolEe HE

Tl 'Rod'e EIOR METH: AS B4 S s
g o} BEE HZH AHS @ 4 QT oS So) S8 Busd) tel @ Rek 49 uZh dUg A8 4 9
T 1 9lo Fgol "ol wEe wske Aol Fot

(5) Nature and Degree of Verbal Description (REES] Q0] 7]&)

HEFO ouE 7eshe WAl met SHo AZe dg8 71E $ Atk F: ¥EFe dY, =i, Jd S0l ¥

Qth thet BE ®MFo] thel QulE 71&(verbal description)shs A0l AR FHeteu AFHE SUAIZIRE

O] MFo] AEg 7|Este Aol AR ESHE EQ0Te FEE At HEFE Yo

S 7\7t0] QIxIsHor STk,

; d8Ale 2R g9l Ige 71F0h olE B0 "eEs] 59"(completely agree), "€A3] FA"(completely
£ AEsH Ste usiEe SEAte Fg uiRol Bol E3to] Bl Fgkol Atk

g2 & ot F8A1= AR5l (generally agree, generally disagree)E U @¥&H (uniform and flat) AT}
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(6) Physical Form or Configuration (E€]8 g &£ 33d)
D HE} AAEE BEe SHos YekE 4 Ak HEE 44 e sHoz AAE 4 Atk WAL BH 2AE

AL EPA LS SE UTh 2R 2ojFE AP I, 84, FL B O 95 Aok

Multi-Item Scales (CFal= &)
; A scale consisting of multiple items, where an item is a single question or statement to be evaluated.
S BIAE, on) ApESh AEE HESo] TR AR ALY dolth. A HEst WA PES ZFL Arks Aol

2 HEE
SCLES

; Construct (F+d)
; A specific type of concept that exists at a higher level of abstraction than do everyday concepts.

; ex) BRIE SHE, FME d¥E, HE, ©E 55,

@ Develop the Construct
@ Develop a theoritical definition
® Develop an operational definition
@ Develop a Multi-Item scale
Genereate a pool of scale items
Reduce the pool of items based on judgment
Collect data
Purify the scale based on statistical analysis
® Evaluate scale reliability and validity
® Apply the scale and accumulate research findings

Scale Evaluation (}%= H7})
; THHE A= AlFM (reliability) 3t EFEA (validity) & F7Pgolof 3t

; Systematic Error (7328 2F)
; Affects the measurement in a constant way and represents stable factors that affect the obeserved score

0l
o

=3

in the same way each time the measurement is made.

; Random Error (Y9 @%F)
; Measurement error that arises from random changes that have a different effect each time the

measurement is made.



; * Total measurement error = Systematic error + Random error

(1) Reliability (A1)
; The extent to which a scale produces consistent results if repeated measurements are made on the
characteristic.
; mEtd AEde FFo] duht oo eFRERE AREerte] dEg FoE 4 Atk

; Al E HEE EFoZ SFEcke 2108 AZHErt. olgst vhiE AXE E5f Hojd F4o

%1
AP BH84E AEE Boh Ag 4+ A €.

o >
o
4
0x
e
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o
iz
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; Reliability refers to the relative absence of variable errors of measurement; it is primarily a
“mechanical” issue.

; Synonyms: dependability, stability, consistency, predictability, accuracy.

; It is possible for a measure not to be valid, but still be reliable. Ideally, a measure will be both

reliable and valid.

@ Test-Retest Reliability (AIE-RAIE A124)
; An approach for assessing reliability in which respondents are administered identical sets of scale
items at two different times under as nearly equivalent conditions as possible.
; MAES BHE 9 AJF & 2-45F o]F0] o]FojRth 23] 58 Ato]9] FAE HEE correlation coefficient

(AT A E ALFCRA O]FOJFILE c.c7t 2E€45 AP SUE

; The same test is administered to the same individuals at two separate times, then the two scores
are correlated.
; Major problems:

; Time lag (maturation of respondents, fatigue, hunger)

; Learning (the act of measurement may change the respondent, e.g., ad recall tests)

@ Alternative-Forms Reliability (TJQH-AJ4] A1g]X)
; An approach for assessing reliability which requires two equivalent forms of the scale to be
constructed and then measures the same respondents at two different times using the alternate forms.
; 219 55T AAg ARESte] SAE OE Atolg correlation A% 5F $Us AIZEith
; Also called “comparable forms,” alternate tests are administered to the same individuals at two
separate times, then the two scores are correlated.
; Advantage: specific knowledge can’t be used in the second test.
; Major problems:
; Time lag
; How does one develop a “comparable form?”
; IMIEIES ARZ olA 7o) AMESHA] @i=th ThAl Internal-consistency reliability EIAEES i},

® Internal-Consistency Reliability (L& 3 AlFA)
; An approach used to assess the reliability of a summated scale and refers to the consistency with
which each item represents the construct of interest.
; ol Fele HolA 2z e [ AE2A SEE 7 (construc) 9] EF FHES AL o] g5

e S48 1FT U LBYS FpHor Bk,

ok

et

; Split-half Reliability (BH2 A1Z|A)
; A form of internal-consistency reliability in which the items constituting the scale are divided
into two halves, and the resulting half scores ate correlated.
; ZF ARk Alojof] =2 AREATE SAErE =2 Ul B3P E VA Ass 7IEC 24 "t Aol

AEdAE Fdo] ofEA Lol mat JEtEt)

; Coefficient Alpha (&3} A4
; A measure of internal-consistency reliability that is the average of all possible split-half
coefficients resulting from different splittings of the scale items.
; Ol 0~174KI0IH HF 0.6 olste] e WA-dad A2de vEsiA] REte AEsith

; Pragmatic form is “split half” reliability used by marketers.
; Think of one test with multiple items as two separate tests; correlate half of the items with the
other half of the items.
; Generally, a “coefficient alpha” ) .6 shows reliability
; Key advantages:
; No time lag
; Minimal sensitization of respondent, thus little chance for “learning”

; How To Improve Reliability? : To be interpretable, a test must be reliable.
; @ Increase sample size to reduce variance.
; @ Write test items unambiguously, as various interpretations increase error variance.
; @ Add more items to form a scale. With few items, chance looms large.
; @ Provide clear and standard instructions to reduce error measurement. Ambiguous instructions

increase error variance.

(2) Validity (EFZQ)
; The extent to which differences in observed scale scores reflect true differences among objects on the
characteristic being measured, rather than systematic or random errors.

; S BEgde 2E AiE oudt 58 F, AS @F % 99 @F% xgeA &4 Hh

; Validity is complex, controversial, and important. Basically, a valid measure is one that measures what
it is supposed to measure.

; examples: age & calendar, length & ruler, weight & scale

; Less easy examples: attitudes? intentions? How can valid measures be made?

; It is possible for a measure to be valid, but not reliable.

@ Content Validity (& EFZH)
; A type of validity, sometimes called face validity, that consists of a subjective but systematic
evaluation of the representativeness of the content of a scale for the measuring task at hand.
; U Blgde wEsHA ©W construct®] HE A (dimension) S Z&EsHA Eok ol AAEQ HE Hrpg
Holtt, f& olmAl FHE FFSIE HAAE FHEE oHR9 FR AHH(quality, variety, assortment of
merchandise §) & ol slUEtE wiH=rH BRES 202 oAXA Hoh WE BEd AAle AR B
gg 585710 AFEsHAl Ztt (Flojo] Uy AES BEEE g dEHojor g

; Also called “face validity,” it addresses common sense interpretation.

; By its very nature, it is judgmental.

; From a marketer’s perspective, it is important to have content validity to be credible in the eyes of
the client.

; But, even if a measure looks valid, does not mean that it is valid.

@ Criterion Validity (71& EFgX)
; A type of validity that examines whether the measurement scale performs as expected in relation
to other variables selected as meaningful criteria.

; Ol W$EE criterion variables gtal EE|7|E Stk oJ7]olle QIEAIA (demographic), AEEAE]



(psychographic), EI%EA (attitudinal), 1]a1 #EjF (behavioral) EHE & UE HLoA dL F(score)
7t 28he 5 AUt} olE 50] 7R UEE FEE ARgH ARl HIso] Uig BEE SEE 5 Ut BHx
2ol 2Aste] Algigel b=l ot dEd 4 Atk o] w AN ARe dig P9 AR

FHs}7] Qi AF8EL d2a oSE/AR Tl HE HEQ) VIE eEde Ertsty] fIs) HlaEh

; Test or scale scores are compared with an attribute of interest. The higher the correlation between
a measure and the attribute, the better the validity.
; Depending on the time sequence, there are three Kkinds of criterion validity:
; Predictive validity
; Example: Do SAT scores predict GPA?
; SAT is a predictor measured in time 1
; GPA is the criterion performance measured in time 2
; The problem is “restriction of range,” where no correlation might be found. (J& 0] GPA
> 2.0 & SAT ) 1200 oJojoFgt Isl/EY Zof B7] mjEolth

; Concurrent validity
; Can be used by marketers to streamline the measurement process.
; A long and a short version of a test are administered at the same time. If the results
are “similar,” one might conclude that there is concurrent validity, and that the short version
can then be used in future studies.
; However, in practice, it is seldom used. Consider the problem of developing a valid
measure of income.
th23t 22 Ags g 4 Atk
Measures of income made on four concurrent subsamples drawn from a master sample
of 1,000 households....
Form 1: was income more than $5,000, more than $7,500, etc..
Form 2! zeroing or bracketing type of question: was income $15,000
or more or would it be less than that, etc..
Form 3. was income less than $5,000, less than $7,500, etc..
Form 4: was income more than $25,000, more than $20,000, etc..
Results: US Census data median was $15,235
Form 1 median was $12,711 Form 2 median was $14,961
Form 3 median was $14,949 Form 4 median was $17,184

, Postdictive validity
; Used in forensic medicine and case analysis to establish the facts of what happened -- it
is the post mortem or autopsy.
; Outcome in time 1
; “Prediction” in time 2
; “We cannot escape history.”

® Construct Validity (74 BFgA)
; A type of validity that addresses the question of what construct or characteristic the scale is
measuring. An attempt is made to answer theoretical questions of why a scale works and what
deductions can be made concerning the theory underlying the scale.

; The purpose of construct validity is to explain the theory of WHY a measure works. This is done
through hypotheses testing and empirical studies.
; Examples:

What is a valid measure of social class?

How does family life cycle affect behavior?

What makes a good teacher?
; Three components for construct validation:
Suggest what constructs account for variation
Derive hypotheses about the theory
Test the hypotheses empirically
; The most difficult to establish, it requires convergent, discriminant, and nomological validity.
;T ElgAolle 8 EFgA (Convergent validity), ¥ EFA (Discriminant validity), 2 HE A
(Nomological Validity)o] EgEC]

; ® Convergent Validity (58 EFGA)
; A measure of construct validity that measures the extent to which the scale correlates
positively with other measures of the same construct.

; ® Discriminant Validity (¥H8 Elgd)
; A type of construct validity that assesses the extent to which a measure does not correlate
with other constructs from which it is supposed to differ.
; e.g., brand loyalty and variety seeking constructs differ

; © Nomological Validity (3 EFgA)
; A type of validity that assesses the relationship between theoretical constructs. It seeks to
confirm significant correlations between the constructs as predicted by theory.
; e.g., brands that are congruent with a shopper’s self-concept are more preferred is thought to

be true
; we wEe ARde T4 B SA2A eEke Fol folsith

Relationship Between Reliability and Validity
; Bk EFo] s E}gs}qm (valid), ol WSt ehH31A AZ| & &k (reliable). Ol2IT A AZ 27U ¢
o] @77} 9AEIR] ZEr} & perfect validity = perfect reliability @& QJHSic}, wHoF =7A0] unreliable T}
W ol HojE ¢S valid sHAlE Zag oulsith. Y49 @FE UEHE 4 th
Tt £5835] skA A= ST siE(reliable) 0]Z0] €3] Ebgsith(valid)= Ag HlsAlE FEd, ols AS
F7F dag ¢ 7] wiRolth. & AEHe Blgde 918 QXA (necessary)ol7lE SHAT FEZ (sufficient)
2 opth

J[)(;

; Example From The Literature
; A three-item, six-point (disagree agree), Likert scale that assesses a person’s preference for shopping
at malls. For example: “I enjoy going to big shopping malls.”
; Reliability: alpha of .759
; Validity: Factor analysis shows loadings of .7 or higher on the same dimension; content validity was

deemed adequate.

, Reliability And Validity Concern For Key Market Assessments
; Typical information needed:
demographics/socioeconomic characteristics

psychographics and lifestyles

personality

motivation

knowledge

past behavior

attitudes and opinions

behavioral intentions



; What can we do to make these measures both reliable and valid?

Choosing a Scaling Technique

Summary Illustraion Using the Opening Vignette

International Marketing Research

Technology and Marketing Research

Ethics in Marketing Research

[Discussion]

1. Develop a Likert, semantic differential, and a Staple scale for measuring store loyalty.

2. Develop a multi-item scale to measure students' attitudes toward internationalization of the management
curriculum, How would you assess the reliability and validity of this scale?

3. Construct a Likert scale for measuring Internet usage. Show how the rating-scale decisions were made.

Chapter 11. Questionnaire and Form Design

Overview

Importance of the Questionnnaire
; AEXE BF3H(standardization) @t WEAI AFE HI WA (comparability), 7129 £% X ASH S0, AlE A &
Z(facilitate) & TWE3TI0IoF ST

Questionnaire Definition

; Questionnaire
; A structured technique for data collection that consists of a series of questions, written or verbal,
that a respondent answers.

; 3 specific objectives of questionnaire
; @ The overriding objective is to translate the researcher's information needs into a set of specific
questions that respondents are willing and able to answer.
; @ A questionnaire should be written to minimize demands imposed on respondents.
; @ A questionnaire should minimize response error.

Questionnaire Design Process
; Guidelines of developing questionnaire
; @ Specify the information needed
; @ Specify the type of interviewing method
; ® Determine the content of individual questions
; @ Design the questions to overcome the respondent's inability and unwillingness to answer
; ® Decide on the question structure
; ® Determine the question wording
; @ arrange the questions in proper order
; ® Choose the form and layout
; @ Reproduce the questionnaire
; @© Pretest the questionnaire

(1) Specify the Information Needed
; = Ensure that the information obtained fully addresses all the components of the problem.
; = Have a clear idea of the target population.
; DX Y SEAE ool AAoloF st 189 usA &3 49
wete SEAA =t Zojojor Sty SEAY EMe

{"uncertain"} & ]2 {"no opinion") SHol BThH

1-FI

JEolof BIT). W] AlgE lojg}
Xe AnsA ®rh (o A¢ Bws
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(2) Specify the Type of Interviewing Method
; = Review the type of interviewing method.
; WPT-F = (interviewer-administered) 9] &A1& thold (conversational style) 22 220j4of STt ¥ # FxA} o
2AE AP7b-#E) A (self-administered)OIT. Wty FF9] HEE HEstal FOHA 20IFoF Fh. CATIY CAPI,
Internet SOIAE HAFE7Z AUHY] e (skip pattern) E &A HXIE AASH] st & 47| (randomization of
questoin) & I 4 Arh
; AEA O HIE SojEAME, AR @Al uet «f FEo] HEH=AE € & Atk 2V, ojWd, AU AEXGME &
HRe <9 AgE 7=t v JsolA 770 & HAEE Sl Friske A dX &) giRo] 2o Hdso
tielAl BrkeHs Walg ARESITE 7101 W9 Aol AFSA Byt E8E SH 7IEE Fol SFs|= dth
; QEY DES CAPI AEXS Be EHES IRt ARXoME tast a1, J=ig, AR, B, ofuold, &8,

ﬂJIO ﬂllﬂ



HU R 5 A3 + Atk ZAAe A=SE Zloke Akt &g Zdstal 2 SEAL 2 Aol Pdcke Ag SAE

4 Tk o]# QIEUl A2 HEA|9 Welet BEEe A SUAIZE & Ath

; HE AAe Fele AoE FE29 "ol gEe Frh

(3) Determine the Content of Individual Questions

@ Is the Question Necessary?
;g F7le SN AT THON ARHOR Koln g WSS Yolmi: Aol Bt
St Z2HE B0l SAAE AF7] 8] AMAEY] AR (filler question) & F7He
St SHE ZRAEH] Q8 ddsle RE HAE o8 Fojdo] Frb o)

% o
e BARINS AEE Zolth, BRI o] SuRle] BAS Bu TS FEAIY] s AU e 4]
S 2 wrs
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|
=
A= Foh Moz AT PN Bl 8 B0z ARES WENOE A8

® Are Several Questions Needed Instead of One?
; T2 2709] o] shuECE Wt SHAITE 2719] AR S VIR FolA AEshs AL sid#o] oftt
; (Incorrect) Do you think Nike Town offers better variety and prices that other Nike sports?
; 'ves"Ql A BESHATE "'no"Ql AR, 53] shbs Bal st 9 97t 247 |t
; (Correct) Do you think Nike Town offers better variety than other Nike stores? / Do you think

Nike Town offers better price than other Nike stores?

; = Do not use double-baralled question!!

; Double-barraled question (0|5 TE)
5 A single question that attempts to cover two issues. Such questions can be confusing to respondents
and can result in ambiguous responses.

; THpol FEE stuel Ago] ZFle EOE e "why" ARolth olzfg AR ARE dojuied =&l &
Al BT
; (Incorrect) Why did you choose the Ford Explorer?
; Answer may be "It was the best buy", or "I liked it"
; (Correct) What was your main motivation in choosing the Ford Explorer? / How does the Ford
Explorer compare to other SUV brands? / What features of the Ford Explorer appealed to you?

(4) Design the Question to Overcome the Respondent's Inability/Unwilling to Answer

@ Is the Respondent Informed?
; Sk Gt SkRI7F AEskE Aol XAe Q7shs Zoletd, dejlr] AR (filter question)g StES Sith O
Ed) T YEE /WA @S Aee FAUES Sk
, Filter questions
; Initial questions in a questionnaire that screen potential respondents to ensure they meet the
requirements of the sample.
; = If the respondents are not likely to be informed, filter questions that measure familiarity, product

3

use, and past experience should be asked before questions about the topics themselves.
; ESH ZEo] "don't know" AEIAIE B AL ES0] HCh ol AVAQ SHES HoEZlA] ZOWAE &R

25 AEjol A9l €% (uninformed response)Q] $& E0iFEC}

® Can the Respondent Remember?
; = Questions that do not provide the respondent with cues can underestimate the actual occurrence of

an event.

XA FEF St (I SAME Gale A 4589 ofd S8FE it tiEer)?)
QAL unusual B ARAES 7]9stke dEo] ATt (EE 71EY, dY 58) E=F 7L

night on TV?"
; B Z&(aid recall) : "Which of these brands were advertised last night on TV?" (AZE &3]3

A9 555 Zo] FAISHHAY)

=

o

® Can the Respondent Articulate?
; SEAK: Umz BYa SHEiA B8 4 Atk Jy ojAo] SHAL oAS JHKIAl ZErhe Ae ojlth JE
Eol mjEe] oldEQl B71E HAGhs g2 ofyTh ¥ ofgiZiA] tiehEQl miE B97] BARE AMASIECE, O
BolA 71 Eokshe A 12 AL Jhssith BlHE T Zo] one o, SEAH: RS FAS AEXE ¢
date g AR £k Atk I8, B3 AL 89 AZ Agd dEs Sd SEAS0] AR SEE 5 AES

=g 5 Atk

® Effort Required of the Respondent
; = Minimize the effort required by the respondents
; (Incorrect) 7FE AtF &dste MIEARE AURE 558 HoFAQ.
; (Correct) (M BE5g F HAF1 &I w77

@ Legitimate Purpose (¥sH &)
; = Make the request for information seem legitimate
S Aeld mHAEe stedl uol, 3t Aol of #de 7R Sad & ¢ Arh Zikake olid ods
BHAEO] A5t AHIETE ofEA

aEst o Aest Basg Yusor Utk = ¢y, 29 2 HeEs A
YeIERIS ZAbs] S8 olgfe At Bashith. SO g A FH It

Sensitive Information
; = Is the information sensitive?
; QR OIAY 28 UZAEE Vs FHEES SEANIAA dojuiz] ofgth oz Adle ¢, 715 &8E, dXF
/BAA Asf, Alal 2 Ha 9F Solth, SEREE ol#s AR g¥shet, AEs Sgol I59 wWYolut &)
OAIE fIFeittal Mzsty] mfoltt. ojzish WSt ARES HEA9 Eol RISk Aol Et}. = rapportet i
Aol Afdo] ERE Thao] SEANS0] HUl RE Fil 4oste s Tes Zlolth
; (incorrect) What is you household's exact annual income?
; (correct) 0]& 47 (under $25,000 / $25,001-$50,000 / $50,001-$75,000 / over $75,000)2 U+0iA EojHE A,

©

(5) Decide on the Question Structure

Unstructured Questions (BI7ZZ ZAE)
; Open-ended questions that respondents answer in their own words.
; Ol Ab-8H (free-response) 52 AR~ (free-answer) BEOEE ECh
; ex) What is your favorite pastime? / How would you describe the typical user of Land Rover SUVs?
; oSt M ARES IHE AFSHEE £2 ZAR0ITh ol AEES SHANS0] olf] AoE tigtEE
S AICAIZIE bias glo] OE9) EHIEY oAs B 5 AES St} wehy o5& A9 57, ¥, H=e
AMEStEE R88 5 Ut
; HITEA AR 9Ee 71§ @R (recording error), AAR IY % BA9 BRYoltt. Hgt SHe A 71SE &

e F96iA (verbatim) 71SsHAL QFR 7ISstd & m WPA MY (interviewer bias)7h UERE 4 UCh

=

verbatim reporting 0] EQE B Ho|Z #HAT7}t AFEELCH

; 7158 dEg BRSele 212 EUOE biase Z¢oA 2 ZFo|E sttt AMY HIRA/dR] e ol BA
U (talkative) H&otA Lol (articulate) SEAINA B B2 7FSAE F& 20| Jlth. AeEg Qsto] &4



steto] FAlshs A2 ARME Bo] ZElk HI&L: Wal £rth AP|-SAA ZEEAI@EXA], CAPI, FAFE)OIA HITZEH
AES A&k Ze 7IRIE AStAZIE], ol SEARS0] BE ikt su RHUh ik 2ee dgol A7) o
otk

; BAE A o ARAME K&K E 7RO dEZAAE 7159 BEd3 gelo olgos wEol A
RA €t

; = Open-ended questions are useful in exploratory research and as opening questions

Structured Questions (732% AE)

; Questions that prespecify the set of response alternatives and the response format. A structured question
could be multiple-choice, dichotomous, or a scale.

; = Use structured questions whenever possible

® Multiple-Choice Questions (AT} AE)
; Atk AR A9 g5 HLE AMET wigr 2e BAIF0] Atk Aol gl @ EZgwojor 8 tiere] = @
&A1 (order) &2 QI (postion) bias ¢ A7} F7FECH
; Atk AR dEEe RE Jhsth tidse HeE AWstolor Sith thEe 4% HiERY (mutually
exclusive) ol RO §o] HAE T4 (collectively exhaustive)tojol STk HQSHIH "7|E} SEE EFA|
FoF ST ESE SR AEisiop SHeX]l, B4iE AEE 4 AN WES] siof sl MEo] 47t Bolds
g gHsy] ozt

; Order or position bias
; A respondent's tendency to choose an alternative merely because it occupies a certain position
on the page or in a list.
; BE 559 M3t 2o e Zo] @ol deEnt s=xtet #RiE o] W ste dulstle 8ol
QUth o8k order biasE ol#7io] MEA] HAlg FHlst] SAIE = Ut
;AR AUE 2Ee AT tgsty] doh =8 AAEE AR viel 84, Q9 (tabulate)o] HUE. WE¥
KA (interviewer bias)E Z4AECH
O L SIEQ AtHE g4 Jidshe Aol ofgth. AES S S4e Lohiy] Qs BAE ZAA i
AEg ofioF she dE AUt SEA dErt VIE'E dHsig B% e S50 st o] At
Zg ouigtt. F49 =5 AL biass WEE 4 AT

o -

;= In multiple-choice questions, the response alternatives should include the set of all possible
choices and should be mutually exclusive.

® Dichotomous Questions (ZEHEY AE)
; A structured question with only two response alternatives, such as yes and no.
; AR g Zgsta 245 Hekh

;O AR ALSE Uo7t SRl AU JEe 718 4 ATk 5 A than B olA] A 9 BO| £AE HiE
o=/ Hol Bekd 4 Utk Roltk. oleidt BAIS FRap] FIEIA MRS WO Uiro] 2] Bol wus

ThEA §F thso] E018 4 Utk (split-ballot technique)

; = In a dichotomous question, if a substantial proportion of the respondents can be expected to be
neutral, include a neutral alternative.

; = Consider the use of the split-ballot technique to reduce order bias in dichotomous and
multiple-choice questions.

® Scales

; AEEeL] gokith

; = If the response alternatives are numerous, consider using more than one question.

Question =
Advantages Disadvantages Comments
Type
Potential for interviewer
bias
Coding is costly and
I Good as first questions time-consuming
. . Useful for exploratory
Unstructured | I Responses are less biased Greater weight to b
researc
I Can provide rich insights articulate respondents
Unsuitable for
self-administered
questionnnaires
I Interviewer bias is
. X Responses should be
) . reduced Order or position bias .
Multiple-choi o X mutually exclusive and
I Easy to code and analyze Difficult to design i .
ce i collectively exhaustive
I Improved respondent response options i
X Useflu in large surveys
cooperation
) . . Wording can bias the . i
Dichotomous | I Same as multiple-choice Use split-ballot technique
responses
Scales should be
. . Difficult to design evaluated for reliability,
Scales I Same as multiple-choice . .
multi-item scales validity, and
generalizability

(6) Determine the Question Wording
@ Define the Issue

; = Define the issue in terms of who, what, when, where, why, and way (the six Ws)

; (incorrect) Which brand of toothpaste do you use?

; (correct)

Which brand or brands of toothpaste have you personally used at home during the past

month? In case of more than one brand, please list all the brands that apply.

® Use Simple Words
; = Use ordinary words. Words should match the vocabulary level of the respondents.
; OREd mIese ASsE S /N IS0 [dstEs g,

; (incorrect) Is the distribution of snack foods adequate?

; (correct) Are snack foods readily available when you wnat to buy them?

® Use Unambiguous Words
; = Avoid ambiguous words:! usually, normally, frequently, often, regularly, occasionally, sometimes
; mEkA ol Bl T4 Wele 5148 UEhie £R2 HolFw B,

@ Avoid Leading or Biasing Questions

; = Avoid leading questions that clue the respondent to what the answer should be.

; Leading question
; A question that gives the respondent a clue as to what the answer should be




; (incorrect) Do you think that America should provide financial aid to poor foreign countries when it is
not our responsibility to do so?
; (correct) Do you think that Armerica should provide financial aid to poor foreign countries?

; TS AL AEAS] AEE AlFcte AR E2 SE VAR SEAES AEAE A4S HAs W, S9¥e
2 Ogsts 28] th

; (incorrect) Is Colgate your favorite toothpaste?

; (correct) what is your favorite brand of toothpaste?

® Balance Dual Statements
; = Use positive and negative statements.
; BIAE HE S0k TSR BojEeA], FEEoR EoEEX o taiA] &olzh UERdTH deid T mhabA
g

28570 AEAIE FHlgH shibe SEESR, EUE sthe 7808 2o5HH &t

(7) Arrange the Questions in Proper Order
@ Opening Questions (AZF &)
; = The opening questions shluld be interesting, simple, and nonthreatening.

; = Qualifying questions(A& Z&) should serve as the opening questions.
; M2 AIE "AROIA rapportgE 457 QI8 st AR sl $ith

® Type of Information (FEO &)
; Basic information (7124 AH)
; Information that relates directly to the marketing research problem.
; Classification information (EF AH)
; Socioeconomic and demographic characteristics used to classify respondents.
; Identification information (Al¢l AH)
; A type of information obtained in a questionnaire that includes name, address, and phone number.
; = Basic information should be obtained first, followed by classification, and, finally, identification
information.

@ Difficult Questions (O]32 ZAE)
; = Difficult, sensitive, or complex questions should be placed late in the sequence.
; B (Classification) A9 71 Xt AR BHE $¢ (income) FHOILH ZL O|RE SEAS Wiz A

A (Identification) A9 74 mpAet FEo] €.

@ Effect on Subsequent Questions (£& AR &b

; Funnel approach (ZTh7] Z&4])
; A strategy for ordering questions in a questionnaire in which the sequence starts with the general
questions, which are followed by progressively specific questions, in order to prevent specific
questions from biasing general questions.

; = General questions should precede specific questions.

; O mi2e 1 dhe] EAjo] ARSEZIE St ols SEAE FAlO) theh Eetks] dAshe 9ol @lal FAlol o
S AuEQl HRo| ofEA wkSsof SheAlo] TSt common frameo] REE w) AMSEHL) 0] A TRIFQ TR0
Aol Uil 1 th3o dukEel AES0] oozt

® Logical Order (=28 &A])
; Branching questions (2718 2AE)

; Questions used to guide an interviewer through a survey by directing the interviewer to different

spots on the questionnaire depending on the answers given.
; 2718 HES AEE 22 SEAA EUQS ARSE BA bl HEE Stk olye AuFr] e
CATI, CAPIL ¢EU SojA mie Sasizct
; World Vision oA @ @ 7189 4919t 571 @ €THIE 7139 QA o Q) 7]l thsh Q4] @ 7]RAke}

9 YAataE ® ATFSAH FE 9

cAHE FESITH

Sl
€ "oFd

; TS FAVE v d BukehA| olof theh Ay Er}
; = Questions should be asked in a logical order.
Question Type Nature Function Example

To determine if a

Who in your household

Questions/Warm-Ups

Broad, easy questions

Qualifying/Screening | Focus on respondent R o .
A . X . respondent is eligible to does most of the shopping
Questions inclusion criteria . . .
participate in the survey for groceries?
Introductory To break the ice and put How often do you shop for

the respondent at ease

groceries?

Main Questions: Easy

Related to the information
needed but easy to answer

To focus on the survey
topic and reassure the
respondent that survey is
easy

How important is each of
the following factors in

selecting a supermarket?

Main Questions: More

Related to the information
needed but may be

To obtain the rest of the

How would you rank order
the following eight

difficult . information needed supermarkets in terms of
difficult be to answer
your preference to shop?
i . To obtain Please indicate your degree
Psychographics/Lifesty X . i .
) Not relevant in all survey personality-related of dis/agreement with the
es
information following statement
What was your household's
Demographics Personal information To classify the respondents | total annual income last
year?
Identification . .
. Name, address, telephone To identify the respondent Name:_ _ _ _
Information

(8) Choose the Form and Layout
; Precoding (AFA IH)

; In questionnaire design, assigning a code to every conceivable response before data collection.

N

Divide a questionnaire into several parts.
Number the questions in each part.
Precode the questionnaire.

; Serially number the questionnnaires themselves.

;AR Zde S5l wd ARTE JleAl dobd 4 Atk TRt 93 AR A TS delojtt. SEARES oddo] HE
ofok 57] wiEol AEA0 identifier7t ATHH o] ¢f&& 747] miEolth SHAIRE oj2igh jEgo] Aol ot
QACt

o Rt APEE

(9) Reproduce the Questionnaire

; = The questionnaire should have a professional appearance.

o H

e nzl



; = Use a booklet format for long quesionnaires.

; = Reproduce each question on a single page (or double-page spread)

; = Avoid the tendency to crowd questions to make the questionnaire look shorter. Place directions or
intructions for individual questions as close as possible to the questions.

@0 Pretest the Questionnaire
; Pretesting (AFS A¥)
; The testing of the questionnaire on a small sample of respondents for the pupose of improving the
questionnaire by identifying and eliminating potential problems before using it in the actual survey.

; = Always pretest.

; = Test all aspects of the questionnaire, including question content, wording, sequence, form and layout,
question difficulty, and instructions.

; = Use respondents in the pretest that are similar to those who will be included in the actual survey.

; = Begin the pretest by using personal interviews.

; = Conduct the pretest by mail, telephone, or electronically if those methods are to be used in the actual
survey.

; = Use a variety of interviewers for pretests.

; = The pretest sample size should be small, varying from 15 to 30 respondents for the initial testing.

; = After each significant revision of the questionnaire, conduct another pretest, using a different sample of
respondents.

; = Code and analyze the responses obtained from the pretest.

Observational Forms

Summary Illustraion Using the Opening Vignette
International Marketing Research

Technology and Marketing Research

Ethics in Marketing Research

[Discussion]

1. Develop three double-barreled questions related to flying and passengers' airplane preferences. Also, develop
corrected versions of each question.

# Do you think American Airline offers better price and convenience than United Airline?
— Do you think American Airline offers better price than United Airline?
— Do you think American Airline offers better convenience than United Airline?

2. List at least 10 ambiguous words that should not be used in framing questions.
Usually, Normally, frequently, often, regularly, occasionally, sometimes, A lot of, A number of,
commonly , repeatedly , habitually,

5. A new graduate hired by the marketing research department of a major telephone company is asked to prepare
a questionnnaire to determine household preferences for telephone calling cards. The questionnaire is to be
administereed in mall intercept interviews. Using the principles of questionnaire design, critically evaluate this
questionnaire.

There should be potential for interviewer bias. The quesionnaire is concerning about the telephone card, so it

is more likely to be telephone inverview.

»
>
g
@

= It has to be nominal scale.
@ Single @ Married ® Separated @ Divorced ® Bereaved

4. Income

= It needs too much effort for the respondent to give an answer. So it should be a ordinal scale.

What is your annual imcome?
@® Below $10,000
® $10,000 - $50,000
® $50,000 - $100,000
@ $100,000 - $150,000
® $150,000 and above
= o]d ASL FIE 7h= Zo] St (i FHol7] i)
5. Which, if any, of the following telephone calling cards do you have?
1 AT&T _ _ _ 2. MCI_ _ _
= "When" and "Where" is not clear.

3. Spring_ _ _ 4. Others_ _ _

Which of the following telephone calling cards have you used at home during the past month? In case of
more than one brand, please mark all the brands that apply.

6. How frequently do you use a telephone calling card?
Infrequently Very frequently

©) ® ® @ ® ® @




= Using interval scale is improper. It has to be changed to ordinal scale like this:

How much time do you use telephone calling card in a week?
@ never use

@ 1~5

® 6~10

@ 10~15

® 15 and above

7. How do you think of the telephone calling card offered by AT&T?
= It is 'too' wide and open-ended question. It may not be in exploratory question, but is not proper in

survey. My suggestion is followed.

[Semantic Differential Scale / Stapel Scale]
How do you think of the telephone calling card offered by AT&T?

Cheap Expensive
Unreliable Reliable
High quality Low quality

Good Service Poor Service

Easy Difficult

8. Suppose your household were to select a telephone calling card. Please rate the importance of the following

factors in selecting a card.

Cost per call
Ease of use
Local and long-distance charges included in the same bill

po T

. Rebates and discounts on calls

= Double-barrel question. It needs to be separated.
e. Quality of telephone service
= It is too ambiguous. Meaning voice quality?

-

. Quality of customer service

9. How important is it for a telephone company to offer a calling card?
Not important Very important

@) ® ® @ ® @
= Very ambigious question. Important for us or important for the telephone company?
10. Do you have children living at home?

= Has to be changed in ordinal scale or ratio scale (how many children do you have at home?)
= Also it has to be moved to the first or the end of questions.

6. IBM would like to conduct an Internet sutvey to determine the image of IBM PCs and the image of its major
competitors (Sony, Dell, and Hewlett Packard). Develop such a questionnaire, Relevant information may be

obtained by visiting the Web sites of these companies (www.ibm.com, www.sony.com, www.dell.com, www.hp.com)

Bloomingdale’s case on page 379
Develop an application of “Importance-Performance Analysis.” (read article)

Review the attached “professional” questionnaires.
What are their strengths?
What are their weaknesses?
What kind of data analysis might be appropriate?

[Lecture Notel

7 Guidelines

; 1. Questions should be pretested
; Established by Zippo V. Rogers (1963), courts often cite this case when they review survey
questionnaires.
; Through pretests, one can determine whether questions can be
; handled properly by an interviewer
; correctly understood by respondents
; easily answered by respondents

; Eight revisions are not uncommon!

; 2. Questions that appear to predispose respondents must be avoided
; Example of a leading question from Universal City V. Nintendo (1984):
; "To the best of your knowledge, was the Donkey Kong game made with the approval or under the
authority of the people who produce the King Kong movies?"
; A better question would have been:
; "As far as you know, who makes Donkey Kong?"

; 3. Question wording must be direct, clear, and unambiguous
; In Black & Decker v. N. A. Philips (1986), consumers said two portable vacuum cleaners shared
several common features.
; The court declared that the survey lacked relevancy because its ambiguous questions did not distinguish
between products and brand names.
; Example of an ambiguous term
, “Big government” means...

; welfare statism

; corporatism

; federal control

; bureaucracy

; 4. Respondents must appear to be capable of understanding the topics that questions are
raising
; It is inappropriate for a survey to layman respondents to use words such as:
, compensatory damages
; punished


http://www.ibm.com
http://www.sony.com
http://www.dell.com
http://www.hp.com)

; The court ruled in Firestone V. Crown Center (1985) that layman respondents, unlike lawyers, would not

know the legal meaning of such terms.

; 5. Survey questions must relate directly to the legal research questions being litigated
; Wording may focus a respondents’ attention improperly.
; Re: community obscenity standards...
; Biased: “Is it right for adults to purchase magazines at adult book stores?”
; Unbiased: “Are you personally opposed to the existence of adult book stores?”

; 6. Objective questions must include properly stated, complete sets of response scales
; In Upjohn V. American Home (1984), the court opined that it was unclear what an “agree” answer to a
question actually meant because it was vague about time, place, and circumstance.
; Answers must...
; be all inclusive
; be mutually exclusive

; reflect meaningful differences between categories

; 7. Respondents should be instructed explicitly not to guess
; Though a “don’t guess” instruction cannot guarantee that respondents will comply, it will at least
contribute to the face validity of the research.

; If a Structured Questionnaire is Indicated...
; Follow the Fred Morgan guidelines to generate evidence that can stand legal scrutiny
; Select an appropriate data collection technique
; Mail
; Telephone
; Demonstrate that the benefits of the information outweigh the costs, i.e., demonstrate that there is value

in the exercise

Chapter 12. Sampling: Design and Procedures

Overview

Sample or Census

; Element
; Objects that posses the information the researcher seeks and about which the researcher will make
inferences.
; U7l SERtolth
; Population (RZThH
; The aggregate of all the elements, sharing some common set of characteristics, which compromise the
universe for the purpose of the marketing research problem.
; U719 oA 2l R JAQ] 8L population?] parameterlt S0 gt AEE @ Aolrh
; Census
; A complete enumeration of the elements of a population or study objects.
; Sample
; A subgroup of the elements of the population selected for participation in the study.

; 3E(Sample) g IE5Hs olFE oldtal Al Mg mjEolth, MAA(Census)E HIE 2 AIRMS Ho] £Q5H ®th &2
ek (Population) 0] & B0 ofE & glo] mETto] Y Meo] €tk Tt B2B & & Aole BFWHS I717t
ooz MAAE J1810] thedol 8 ¢ ATh T BHT Atojo] & AL g B HAMAE st 2ol St

; B2 279 HIE2 HIZE 2F (Interviewer biasS)et Hlnl 1Es] 8 4 QUUE B2 B2B AT0A BE QAH= A
o] AHES SIS JU THE B ATFolA HIZE 2R Total erroro] & IS niXAl Eths Zo] g#d QU
Tk AA2rt B2 QA8 AASIE HIFEQAL Total errord] HXE Qg S7KeH) (Reigor -.-)T20] 1] 84
oA AMAE o o]Rox FEEE Q5] o] B8 AEZANE dAlske olRolth

; 8 JRPL AE9 1l 2 4HIE oplste AY BRoE ZESHE HESI o] A AAMAE Sithe AL
9] AEol uEAY aHlEths g JuisiH, ole HI&S IA S7IAIFIY] wizolth. TS HE WM Zo] 7H7H
ol FASalok st 29 MEYo] sttt Esh A7 HEs |ASIo she 229 22 B0 MEYo] @HQEE}
XA ETh

&}

o

52
© o
202

Conditions Favoring the Use of

Factors Sample Census

Budget Small Large

Time available Short Long

Population size Large Small

Variance in the characteristic Small Large

Cost of sampling error Low High

Cost of nonsampling errots High Low
Nature of measurement Destructive Nondestructive

Attention to individual cases Yes No

, Sampling v. Nonsampling Errors
; The size of a sampling error depends on
; the size of the standard error of the mean or proportion, and
; the level of confidence
; Nonsampling errors come from

; nonresponse, and



; response bias of the researcher, interviewer, and the respondent ; Chi-Square Goodness Of Fit : Does the observed distribution fit the expected distribution?
; Nonsampling Error: Frame Error Ho: The distributions are the same

Ha: The distributions differ

a=.05 df=k—1

) Emfaﬁ

; But they were well educated Republicans, and were not representative of the voting universe! X E,

; In 1936 Literary Digest predicted Alfred Landon would defeat Franklin Roosevelt by 15 points in the
race for the presidency.
; Sample size was 2.35 million people.

i

. . 2 2
. s . . . reject Ho if Xcaleulated = Xeritical
, Fixing Frame Error Provides A Partial Solution

; Plus 1 random digit dialing [Q] Suppose we observed 144 winners at 8 post positions at a race track. Do some post positions

; take an existing phone number and increase the last digit by one produce more winners than others?

; unlisted numbers will now be included in the “frame”

; But... “nonresponse” will still be a problem! POST 1 2 3 4 5 ¢ 7 8 Total

OBS 29 19 18 25 17 10 15 11 144
; Example #1 Of Sampling Error

; The mean and standard deviation for the quality point averages of a random sample of 36 college
seniors are calculated to be 2.6 and .3, respectively. Find the 95% confidence interval for the mean of
the entire senior class.

If post position does not matter, we would expect a uniform distribution, with 144/8=18 winners in
each post position.

EXP 18 18 18 18 18 18 18 18 144
n=36, Z=2.03, c=.3, X=2.6

Y-z o Xtz o Ho: Winners follow a uniform distribution
o2 SH< o2 Ha: Winners follow some other distribution
3 3 a=.05 df=k—1=8-1=7
2.6—2.03(—) < p<2.6+2.03(—
6-2.03(F) < p< 26+2.03(F) s (0,— E;
2.5 < pu<2.7 X E—E

i
) 2 o2
reject Ho if Xcarculated = Xeritical ) 14.07

, (0,—E)
=y

; In words, we are 95% confident that the true mean falls within this range.

X E =163

i

; Example #2 Of Sampling Error

; In a random sample of 500 families owning TVs, it was found that 340 owned sets with 25"+ screens.

Find a 95% confidence interval for the actual population proportion with screens this large. Therefore, reject Ho, and conclude post position makes a difference in producing winners.  Post

positions 1 and 4 appear to be “best bets.”

340
=5 = = =.6 =1—p= .
n=500, Z=196, p= ;=68 ¢=1-p=.32 ; Why Take A Sample Instead Of A Census?
p-yq p-q ; Cost: If population is small in number (e.g., airline or auto industry), take a census

P~ Zy)s <P<p+Z, e . . ) .

n n ; Time: If results are needed quickly, take a sample

68 % . 68 % ; Accuracy: Ceteris Paribus, a census is more accurate than a sample
.68 —1.96 M < P<.68+1.96 M . . . . . . .

500 500 ; Destructive Testing (bombs): A sample is appropriate and essential

64 < P<.72

; In words, we are 95% confident that the true proportion falls within this range.

; Major Question: Is the Sample Representative of the Population?

; Assume we appropriately selected, trained, and supervised the field workers. Is the sample collected
representative of the population under study? That is, can we infer characteristics of the population
based on the sample? This question must be addressed, irrespective of the data collection method
utilized.

The Sampling Design Process (BE3} A7 Hx})
(1) Define the Target Population (Cf4} 2R H9))
; Target population (TfA} 2FTH

; The collction of elements of objects that posses the information the researcher seeks and about

which the researcher will make inferences.
; Oia 2R @ element @ sampling unit @ extent @ time frameo] THaIA] FjE]ojof S},
; Element: Who will be sampled? Purchasing agents? Students? Voters?

; Sampling Unit: Where will the sampling be done? Corporate address? Supermarkets? Residential

address?
; Extent: What is the geographic area of the sample? New York? Europe?
; Time: Over what period? The last three years? Last week? A specific week?



; Sampling unit (B2 &9 ; Sampling technique that does not use chance selection procedures but instead, relies on the

; The basic unit containing the elements of the population to be sampled. personal judgment of the researcher.
. Extent ; ol W AFAHe BES APV detetiz Yoz AEsiAL B TFZAE oAFoz AR 4 Urh
gEHQl dZ& AR, AE S njdolA AlRES HHSH: AS & 4 At o] o EAEE ATFeE =

; Refers to geographical boundaries. - e me
2 ZA3to] FEE (precision) & S&sHe WHo] §ithe Aot

; ex) Revlon A9l 2% nl= =i A1FT sigHE.
. ; Precision (&%)

; Time frame ’
; The level of uncertainty about the characteristic being measured. Greater precision implies smaller

sampling error.

; Probability sampling (&8 BES})

; Time period of interest

Time Frame: !
Jpcoming Summer Extent: [ ; A sampling procedure in which each element of the population has a fixed probabilistic chance of
Domestic U.S. being selected for the sample.
; BE AR gE2o] 555 A (selection)® 7Fsde 7HF Ho+E flal, FojFl 7|9 §F ZEES €5
£ 7Fsdg BAske Aol Zhssith (7) FE2o] thsf A8 e AME 5 i, ol EEd tish 848 2
It o RG] gt FE& ojZojui]o] duht SARCRZ JUIAERE MAIE 5 QAth
(4) Determine the Sample Size (2 37] 23)

; Sample size
5 The number of elements to be included in a study.

; B 371 23E mol= AZE (quantative) ® HIAIZE (qualitative) & The] WA]QR 318 Hotop §ith

; BRE V|2 2™ ) 5938 2 QXHqualitative factor)E : @ the importance of the decision @ the

nature of the research 3 the number of variables @ the nature of analysis ® sample sizes used in similar

studies ® resource constraints 0] 1Tk

; 598 2HYE FRIL BEsfokeiy, ol Hot & 3Eg "ol gg ousith

; Aol dAE mE 3r)0) ggke nREd, 38 Ju WPy 22 $E dToAe Fe g2 =P8 wErh

Sampling Unit: Element: ST Mea HEZASL 22 conclusive researchol e BE =77} o} &}

Households with females Females > 18 years old ; W0 27 BeeE 2R £ sojuof Sith BA Ao AEXRAIS e FAee EE 1000-2500 B 3EO]
over 18 years old

U Qs
; REAQ WS AES AE ZAMSH 22 AU "M BTl ofd SIFY BA 22 42 2 ¥ES "ew
(2) Determine the Sampling Frame (ZE3} =#Q 27X) i},
; Sampling frame ; OlFel ZANE BE AV|E oEsHed =8g Eh
; A representation of the elements of the target population. It consists of a list or set of directions ; ARRge R 382 F7)E =, O A B AR g5 AjepkET

for identifying the target population.
; Ol telephone book, telephone number generating program, association directory listing, mailing list, city
directory, map 550] E 4 U} Listingo] EXIGIA] ZE=CHE Compiledfof it
REG 404 B52E compile Sh= ke oyl EPHSH, Sampling frame errors 7H4E 5 Ath
, Sampling frame error
; An error occured that elements may be omitted, or the list may contain more than the desired
population.
; S Bo] MIHSEY SiE 3719 sampling frame errorS WXt QU 1 @ E20] gl HsE IO QL
A FrHEHsHRE..-.-a) @ WSPHSKEI} EE o]F oAl AES] WS E 28tE o] AX] Frt @ dshHsH
7 828 0% olABle) Higdste HateE Eaeha Uk
; BRYI 32 frame A9 A2 Aole FAE ¢ AR O7RY B ZAARS sampling frame errorE Q14I5kaL
thRolor @ Bart ALk,
; Sampling frame errorg TFRE 37FA] HY
; @ The population can be redefined in terms of the sampling frame.
; @ The representativeness of the research frame can be verified during the data collection process.
; ® The data can be statistically adjusted by weighting under- or overrepresented segments to
achieve a more representative sample.

(3) Select a Sampling Technique (FE3} WY MeR)
; Nonprobability sampling (HIE&&? 235}



Type of Study Minimum size Typical Range
Problem-identification research
) 500 1000-2500
(e.s. market potential)
Problem-solving research
\solving 200 300-500
(e.g. pricing)
Product tests 200 300-500
Test-marketing studies 200 300-500
TV/radio/print advertisin
o/print advertising 150 200-300
(per commercial or ad tested)
Test-market audits 10 stores 10-20 stores
Focus groups 2 groups 10-15 groups

(5) Execute the Sampling Process

; BE A7 tiget ARAFSES Felste Ag Uit olE E0 7t 2R 99Y EL, Jhol st "R
Folg Za s €t olE E0f HolE 7 ©elo] tisiA thAl "ets A ZBArtol theld = WAIshEojof $F
t}h M2 thal 2R &3t AS SAsA s Qs AAE SEAES Asshs AR oSt os 29 W
ol AFEA AHE =AE AAlshs "R (qualifying) S EAOF ST} o2 E0] heavy userE TIAORE Gl HFPEY
A< o8 Aldsh= XL EQsith

Nonprobability Sampling Techniques (HIZ& BE F& 7|H)
(1) Convenience Sampling (B BEE FE&)

; A nonprobability sampling technique that attempts to obtain a sample of convenient elements. The
selection of sampling units is left primarily to the interviewer.

; o2 SEAES FA| FFEAL Arths ogutoz AFHh ojge MEYY ol @ use of students, church
groups, and members of social organizations @ mall intercept interviews conducted without qualifying the
respondents @ department stores using charge account lists @ tear-out questionnaire included in a
magazine ® people on the street interview ® internet browser 50| AT}

;AR L g miErE AL EEOP B2 9 (sampling unit) 0] FZ 7Hsstal, S8 2 gg¥sy] gries A

; 9 1 23 3Eo] Fo) Zhst Uiy BEYS] thE (representative)7h oftlgte A. mebA o] &S A= U

B R} (selection bias)e] EAMEES 7HAA €L}

; o) w8 FEe ngud FE8 Zojuy) 98 Ax e A Hole Hgsta ¥k A Ade 4
g 4™se BAE RN R8dth oFe BY Fu, HAY HBX, AY 97

i)
%%
>
=

SolA 2 4 ATk

(2) Judgmental Sampling (TS HE F&)

; A form of convenience sampling in which the population elements are purposeively selected based on
the judgment of the researcher.

; HEHQL o @ @ test markets selected to determine the potential of a new product @ purchase engineers
selected in industrial marketing research because they are considered to be representative of the company
® bellwether precincts selected in voting behavior research @ expert witnesses used in court ®

depertment stores selected to test a new merchandising display system

™ - Agstal, #elsh, w=ch

; B L RAREY] SR (expertise) 9F FOY (creativity) o] IA &EsH= Aol ATk

; ERbRog mEdo] BAXCR AR &7] i 53 RFdo] theh dutshs E7kssith o] B ESH 7Y
Zye pEw dvsyt QN g A% i A,

rjo

(3) Quota Sampling (Y BE FF)

; A nonprobability sampling technique that is a two-stage restricted judgmental sampling. The first stage
consists of developing control categories or quotas of population elements. In the second stage, sample
elements are selected based on convenience or judgment.

; 1st stage : Using judgment to identify relevant categories such as age, sex, or race, the ressearcher
estimates the distribution of these characteristics in the target population.

; 2nd stage : Elements are selected using a convenience or judgment process.

; proportionate quota’t EEEO] BT 7S TR0 BIHGES & 5 QUrh

; o] BESH 7Hole B2 A EAIF0] Qth guiQl(relevant) S4E0] HE-EE WAA latEo] ®HEO]
DTS FEE] SAE 54 dolA ddstA] 28 4 Utk 2 FHE WolA dEEE elementEE convenience or
judgmental ©]7] wiiEo] Ae] EX}(selection bias)7} W 4 QUATh BRESHAL & AHAYA S AR, S
RSN we Hol ARG ARES WE 4% AUk BY BE FHS BRI 0R0 WIS H8K 2k Ho)
A& Rl Ik,

; Y BE FES UE ZES JUFoR e HE8 dg 4 Jrh. g9 BEES HUFoR &5 4t
(convenient). AT EAIW 7l ciH &g & FE52 IYHEQl probability samplingdl]l 717+ AWE Ag ¢
on:}
Atk

(4) Snowball Sampling (&g0o] &%)

; A nonprobability sampling technique in which an initial group of respondents is selected, usually at
random. Subsequence respondents are selected based on the referrals or information provided by the
initial respondents. This process may be carried out in waves by obtaining referrals from referrals.

; O] HHAl€ probability sampled A AJZSHAIEE nonprobability sampleox] Yt o= 4748 SHANSO] AHAIS
2708 AREET RAISE AT EAR / HBEIRAE E8g ZAFe Aol Q7] miiolth

; Ol @vehie B4o] AUjFog “EAY REdolA AEst] 85 A9 AREHLL olE 9 food stamp & &
2 Ze HEZ AN 207 4ApPu 53 22 FRE referral flole Fole Zol FECE AY FA+
(industrial research)OA] A28 BE FES FOIAY/TUA &S AIEEE7] $I8) 2201t}

; AR BT Aske B Foid JhedE VA EUh duiFoz He g BANRS HIgS ZiEth

Probability Sampling Techniques (B& BE F& 74)
; Sampling efficiency

; Concept that reflects a trade-off between sampling cost and precision.
; U7l HIE 7t dEde sUE ZIReth

(1) Simple Random Sampling (g F=Q] F=H)

; A probability sampling technique in which element in the population has a known and equal probability
of selection. Every element is selected independently of every other element, and the sample is drawn by
a random procedure from a sampling frame.

; RETO 7t A4se ¥EiXal 558 Y gEs itk 2z i =

Hrh g A olge &AL ¢ofl ¥1 & S0 54 d 102 o] F&dhs 2o ©
; At UM E A9 -AF AsHdY] (random-digit dialing) 7HOZ {

7he] Aakso] FEo] 28 S8 7|8E AFsittal stok oY Ao

2 olt} FESHA Ee HEE AEata AASH] I8t ©@7kK] $3-0] sl

; A A olslEal tle RETO] Uik (representative) 9l AlgES At 2Y 4 Atk ti7le] SAX F

A==}
=

r\oh



2252 Use RA FEHo| AEEHASE 7HEsta gadith
; @ ¢ O construct a sampling frame for SRS is difficult @ STS can be expensive and time-consuming

because the sampling frame may be widely spread over a large geographical area & SRS often results in
lower precision, producing samples with large standard error @ samples generated by this technique may
not be representative of the target population, particularly if the sample size is small. BT#HOZE HET
o EE HlusA =Tk, Foi7 o mEEe Ui Zius IR tiustal JsAE RELL ofg olRE
SRS 7IHE tiAgoNE & ARSEA] ZEth

(2) Systematic Sampling (A& F&H)

; A probability sampling technique in which the sample is chosen by selecting a random starting point
and then picking every ith element in succession from the sampling frame.
; Sampling interval : Y450 ¥3] UQE F7|(frequency). ole AT 37] Ng ME Z7] nO& WFHA o

Sojztt,
; wop WehiEHo] sampling frameO= 2QITHE Y4ES Lupl £O= FYEL. ofE F9o o eAE &
TAZE BUYE S0l sl BEE SE Utk 487150 dedt Bl B AU B 4 A3, Al 3
Sole o 0ES GOz FUE S& Utk REUo] FYE WAo| U SRS ) UE BE AWE HAE 5
gtk ol Bol & UjE <0 FYE 790 AL, 23 NS HANES FuT EFY 4 Urk olo] HIsHE SRS
Aol thEso] Bt

;R AS FEUe SRSEUE U uigo]l M S @wd, 9o FE0 @ wuo] B gt E8
sampling frameo] Thet X4 QOIE HBE 4 YUk (I S0} o g BEE %

W
I¥
e
i

QUTh olEt o|RE A FEHS LHIA fH, W, g HEHA A

(3) Stratified Sampling (&3} F&H)

; A probability sampling technique that uses a two-step process to partition the population into
subpopulations, or strata. Elements are selected from each stratum by a random procedure.
; @ BRTE stratagtal BEE 519 JUoR LHZACH BE BFY TERAEE S stratumo] YT, WAl
£ delE fith @ Z stratum® FERAES Qo2 AFHELL o|8FeR2E ZstratumolA HAE HESH] {8k
SRS7F £ & QIth AT AAZE AE FEHOIU TE & FEHo| AQITh
; o] W HIES S7RIFIA oML FeeE S7IIE ¢ Athe &0l Qlth ZRTE stratification M4EE
o]gdl E& (partition) ET} O] stratats 47}A] 7|EQE FEECE @ @ homogeneity (SE4) @ heterogeneity (012
d) @ relatedness(8F4) @ cost(H&)
; Thaat &2 7hol=giolo] E4Eojof §ith:
; @ Elements within strata must be similar or homogeneous
; @ Elements between strata must differ or be heterogeneous
; ® The stratification varibles must be related to the characteristic of interest
; @ The number of strata usually varies between two and six. Beyond six strata, any gain in
precision in more than offset by the increased costs.
DRE FE B0 ZAadths d, 28 F5 H80] Zadths golth (Bt Hdstal F&sty] Hth

S|
; MIERE A7 SAH 5, AHIAY SR/, 7199 =7], A9 SF S0l 2Qt,

(4) Cluster Sampling (28 F=9H)

; A two-step probability sampling technique. First, the target population is divided into mutually
exclusive and collectively exhaustive subpopulations called clusters. Then, a random sample of clusters is
selected based on a probability sampling technique, such as simple random sampling. For each selected
cluster, either all the elements are included in the sample or a sample of elements is drawn
probabilistically.

; one-stage cluster sampling : All the elements in each selected cluster are included in the sample.

; two-stage cluster sampling : A sample of elements is drawn probabilistically from each selected cluster.

; T FEHO dadQ oe XY 3B FEo|th
; Area sampling (K9 BE =&)

; A common form of cluster sampling in which the clusters consist of geographic areas, such as

countries, housing tracts, blocks, and so forth,

; Single-stage area sampling : Sampling all the elements within a particular area. (& 50| AHE LA

8 U9 BE 7HES Ak 2

; Two-stage area sampling : Only a portion of the households within each block would be sampled.

; A - #E)1d (feasibility) 2 AHIE. 7V HIE o) &3] (cost-effective) 7} 2
; B L EIN) o]FAQ FREO] oUW BEESH mEo] AgHrt. (g &
£ HI=g 5 th ol AstAL siAdsty] gAl k.

ES)

9] 7HtE0] Y] Hih

oo
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e

e He

=
0]

Cluster Sampling

Stratified Sempling

Only a sample of the subpopulations(clusters) is
selected for sampling

All of the subpopulations (strata) are selected for
sampling

Within a cluster, elements should be different
(heterogeneous), whereas homogeneity or
similarity is maintained between different clusters

Within a strata, elements should be homogeneous
with clear differences (heterogeneity) between the
strata

A sampling frame is needed only for the clusters
selected for the sample

A compeletee sampling frame for the entire
stratified subpopulations should be drawn

Increases sample efficiency by decreasing cost

Increases precision

Technique Strengths

Weaknesses

; ) Least expensive, least
Convenience sampling

time-consuming, most convenient

Selection bias, sample not
representative, not recommended for

descriptive or causal research

Judgmental sampling . .
time-consuming

Low cost, convenient, not

Does not allow generalization,
subjective

Quota sampling L
characteristics

Sample can be controlled for certain | Selection bias, no assurance of

representativeness

Snowball sampling Can estimate rare characteristics

Time-consuming

Simple random
sampling projectable

Easily understood, results

Difficult to construct sampling
frame, expensive, lower precision, no

assurance of representativeness

Systematic sampling easier to implement than STS,

Can increase representativeness,

sampling frame not necessary

Can decrease representativeness

- . Includes all important
Stratified sampling

subpopulations, precision

Difficult to select relevant
stratification variables, not feasible
to stratify on many variables,

expensive

Cluster sampling

Easy to implement, cost-effective

Imprecise, difficult to compute and
interpret results




Choosing Nonprobability Versus Probability Sampling

Conditions favoring the use of

Factors Nonprobability Sampling Probability Sampling
Nature of research Exploratory Conclusive
Relative magnitude of sampling X X

j Nonsampling errors are larger Sampling errors are larger
and nonsampling errors
Variability in the population Homogeneous (low) Heterogeneous (high)
Statistical considerations Unfavorable Favorable
Operational considerations Favorable Unfavorable

Internet Sampling
Issues in Online Sampling

; AR SHRME HElgH ARRAIE A45E 4 Atk AE o] w2 gt

; ThE QIEYl BE FEI T-E 7H 2 olfre tlx W Be 7o) ARFE 4Rt AHU F& R0 A% of
ZAo] EAoltt.

; S QIEIUIO] thek AERH(heavy user)7t HUF g &Eo] A4 €Ul offL FHoj@ £ AEFE A e "
yl FEL self-selection biaso] W& 7HsAo] &r}

; QEYE AMdshke FAEQ SHAE BE FEshe A2 MPE 3ol thy BFTY] thi(representative)d T
)7t ATt

; sampling errorg ulal7] 5] PHAtE SHANS0] AEEE poolg EXRE ¢ Qojof S} ES SEA} o
SHBA ZEZF("stuff the ballot box") EXE FlaHok &ttt o]E $I5HA e-mail EZALE SHEA oW e-mail

EUEE Hujo] WebolAl EZAIE s shs W S0l e + JUth

Online Sampling Techniques

; @ Online intercept sampling

; HAtolEo] WEste ARES ZIER 0] dEZAL FHoE 7ISlE AFSth. ti7] Yahoo! 9 Zo] WEA}
Be oA o]FofZIth
; Nonrandom
; Every visitor is intercepted. (FANIE EzjZo] Fil ZH Az Yol AEZAL o]FojRH, QIAIEIE
7t glg B9)
; SHAIEE The result is convenience sample!
; Random
; Yo2 AFstel dEZAl] FAEAE A "t til SRSU AS FEHo| AMSEh 8 Josh=
3de Ao 22 SERRRES B0 SHe WA

; @ Recruited online sampling
; U7l HEab(incentive) & OF&RM=CH WHES AASH MERAE/QITEAF/QIHY ARZ/AE 48 BH 5
S 7IdAlol RZ5HA |ith,
; Panel

Recruited Panels

Opt-in Panels
FEO A1Z)M (reliability) I F24 (integrity) 2 SAI517] 98, TS Axp "@sict
; O Password protection : A respondent completes the survey only one time.

; @ Reminder invitation : To increase the number of respondents in the survey and to
improve overall response rates.

; ® Summary of the survey findings : To increase the number of respondents in the survey

and to improve overall response rates.

; Nonpanel

Requesting potential respondents to go online to answer a survey.

SA(flien LrofFold SRIMOl HOSES SEX. o-mail FIAEE YIS Wele Y.
e "k ssf A3gd ste BHE Utk

; ® Other techniques

Summary Illustraion Using the Opening Vignette

International Marketing Research

Technology and Marketing Research

Ethics in Marketing Research



Chapter 13. Sampling: Final and Initial Sample Size

Determination

Overview
; Normal distribution
; A basis for classical inference that is bell-shaped and symmetrical in apperance. Its measures of

central tendency are all identical.

Definitions and Symbols

; Parameter (25 &)
; A summary description of a fixed characteristic or measure of the target population. A parameter
denotes the true value that would be obtained if a census(a survey of the complete population), rather
than a sample, was taken.

; Statistic (BAZ)
; A summary description of a characteristic or measure of the sample. The sample statistic is used as an
estimate of the population parameter.

; Precision level (H&E)
; When estimating a population paremeter by using a sample statistic, the precision level is the desired
size of the estimating interval. This is the maximum permissible difference between the sample statistic
and the population parameter.

; Confidence interval (A& F7h
; The range into which the true population parameter will fall, assuming a given level of confidence.

; Confidence level (A1E] $&)
; The probability

; Random sampling error (RO BE 2F)
; The error due to the particular sample selected being an imperfect representation of the population of

interest.

Variable Population Sample

Mean I z

Proportion m p

Variance o’ $2

Standard deviation o s

Size N n

Standard error of the mean o; S

Standard error of the proportion g, S,
Standardized variate (z) X; K’ X : L

The Sampling Distribution (B& BE3Z)
; The distribution of the values of a sample statistic computed for each possible sample that could be drawn
from the target population under a specified sampling plan.

; Central limit theorem (54 =%t H&])
; As the sample size increases, the distribution of the sample mean of a randomly selected sample
approaches the normal distribution.

; Standard error (& 2%}
; The standard deviation of the sampling distribution of the mean or proportion

; Z value
; The number of standard errors that a point is away from the mean

(1) B¢ (mean)?] ¥E Bix:= A E3E(normal distribution)olth, AM 307/0ETE FOW olgExo] 7Pl 3071Ech B
ofoF Fqt Ex7}h €k

v
i=1

(2) Bt (mean) HE B20| B (mean) S X= E— ojtt.

(3) & 3ol #F #HAE Bt (mean)oltt & (proportion) EF 2FH(standard error) @ 2T

dxo B2FE QRHERD [ og = (5 BFHER / sart{Zs)) olth

ggo EFE oA@A) : 0, = xli=n) (% sartlpa / njoITh

4% thedl Ag olgs Eo.

T8 e, 34 n-12 ol REE #e0)

old olgsit.

o7} sol Q5] dEEE A,
B9 BE OF} : est. 0% = i\/_ 7 =,
n

15 notedlE FA| rangeE T8 ThRol] 692 LFE WHET AMESITH

(6) B BFE e BE 8 pE HAUW FEI oSKZE AMESHY thaa Zo] & 4 rh
1 —
8o BE A : est. 5, = ,/% 7 =),

(6) T & Ato]o] 24 olgfo] HE FE(FH £32) WAL z valueZ A4Hd 4 Qlth,

X—pu

r=—"0

S

ox

Statistical Approach to Determining Sample Size

; Statistical inference (BA& F£&)
; BE 278 # uols ¥R 2 (qualitative) 9R7F TREllor BT ol ZAe] B4, AR 87, We

; The process of generalizing the sample results to the population results



o %, wAlel 87

PSS

, SAEE AHEOIA AFREl BEO| 4 ¥ E (incidence rate), $HIE (complete rate),

AH R®eF S0

; BAFCR ZFEE BE Ve & 2 I 52 IV|ojth (AAEE SEHAE A 2E £E 2
; incidence rated} complete rateg 11250l FE BE 7= F © Ao Sith

The Confidence Interval Approach (A8 17 F Ha])
; @ AIZ|FZE Akt
; @ BEo #F @R} Akt
; @ AE|TZE Ao Y

WgezEe 28)

Steps Means (Et) Proportions (ZE)
1. Specify the level of precision - - - .
BEE 2xs am) D=+$5.00 D=p—7=40.05
2. Specify the confidence level
CL = 95% CL = 95%

3. Determine the z value associated
with the CL
NF)5ET ATE z-valueE 27)

z value = 1.9

z value = 1.96

4. Determine the standard

dQsithA s& ol&s) o& olEs)
AlZTZHE T oI ESITH

o K Estimate o Estimate 7
deviation of the population — 55 —0.64
(mEvel BE WAE 28) 7 —
o?2? 7T(1 — 71')22
5. Determine the sample size using n= D’ n= 7D2
the formula for the standard error , , )
55 . Chg .
@E ©F B4 o)gsi0) He 27| | = 2 (196) - 2640 —0-64)(1.96)°
%) 5 (0.05)
n = 465 n = 355
6. If necessary, reestimate the
confidence interval by employing s
to estimate o = Xtzsy ptzs,

Adjusting the Statistically Determined Sample Size
Incidence Rate (ZHE)

; The rate of occurrence of persons eligible to participate in the study expressed as a percentage.

o

-

730 B4S 2& BEUY A7 S8

Al 7t 75%2kal g ) o] B WMEL 0.757F Hrh 01“ g
1.33 (1.00 / 0.75) HS] At wor sith= FAEg quisitt =g ;%
HAES Wolxal Thijor g Alge] & soldth (dAE 4

[N =R
oy & rir A

19U skip)

Completion Rate (&)

| gERer) Yo MABS 2F SHS ATl AUW, we use
A

ELHEL B2 ARFES Thior & Zolth. 25~5549 HAF s 5?6} QUTHA, JA Q1 SolA x=

o7 1489 o] We Alge }L}7l
SHEA

of Thst 71&0] FHEES

1
A

; The percentage of qualified respondents who complete the interview. It enables researchers to take into

account anticipated refusals by people who qualify.

; U 8" H3E0] 80%etal dSsINE B 719 SHEg Y] fja vhitol & Al F&= 1.25%(1.00/0.8)0]

Combined Adjustment
; Initial sample size = Final sample size / (Incidence rate X Completion rate)
; Response rate

; It is the number of completed interviews divided by the number of eligible respondents in the

sample.
; Response rate =

Online Sampling Adjustments
; Online WO H& AV|e /] SAXCE 28E A
marginal cost7} &7] ujEolct
; ESH 2 BEe 519 guolu Alad
Ae ZETe tade vdshe dag
Hro} Ex7F €t

A9 7¥hssHA st eztel dTtol thek 7t

HE 2
E =
BEE ddstal, SEHES 0t Aotk ol AHIA HEZAIE A™

HI
o
[0
>,
z
A
&

Summary Illustration Using the Opening Vignette
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[Z-value table]
AFF7H0] 90% Y B(0.450) @ Z = 1.65
Alg|E7H0] 95% Y B(0.475) - 1.95
AlZ|E7H0] 99% A A(0.495) © Z = 2.58

N
1

[Lecture Notel

Sample Size Determination For Estimating Proportions

5 p(1—
n:tz% , where p = sample proportion, and P = population proportion
p—
For “large” samples, t=1.96 for 95% confidence
A “typical” tolerance value for (p - P) = .025
If there is no prior knowledge regarding the sample population p, assume p=.5
2 -0(1—.5 .
n= 1.962(—2): 1,537 observations
(.025)

If the population is finite, the following sample sizes are appropriate....

Example For Estimating Proportions

How many registered voters in the US must be sampled to estimate preference in a two-way presidential race

Number of completed interviews / Number of eligible respondents in the sample

Hr} =0k 1 ojfe & B2 $Hstal 2Asked Ee



within 1% at the 95% confidence level?
(p-P) = .01, t = 1.9, p = .5

,0.5(1—0.5)

n=1.96 0.012

= 9,604 observations

Algebraic Relationships (&9 ME 37] F15471)

Precision = (# of errors) * (size of standard error)

D=p—n=z0,0C} 19 o, = M olmg

_ . [p(=p) = -
D=t = precision0] HT}, (6§7]0lA t= 29 AT AZsid Hoh
pr=p2l=p)

n
nD?= t2p<1 —p)
2p(1—p)

n=t Y

= sample size for proportions

Example: Determining A Sample Size For Estimating Proportions

To determine the effectiveness of the advertising campaign for a new VCR, management would like to know
what percentage of the households are aware of the new brand. The advertising agency thinks that this figure
is as high as 70%. The management would like a 95% confidence interval and a margin of error no greater

than £ 2%.
_2p(l—p) . )
n==t T = sample size for proportions
o T(1—.7
n= 1.962¥: 2,017 observations

.022

What If p Is Over Estimated?

In the previous example, suppose 2,017 observations were taken and it was found that only 25% were aware,
not 70% as previously estimated.

Is the sample large enough for the *2% tolerance specified?

p—¢./P0=P)
n
D=1.96 W =1.9% (= ol 4oz A7 pE TeiRo] Fewe AN

Yes, when p is over estimated, the sample will be large enough.
What is the maximum sample needed?

(1—.5)

.5
n=1.96" 022 = 2,401 observations

Sample Size Determination For Estimating Means

2
9 S Lo
n=t F where s = sample standard deviation

For “large” samples, t=1.96 for 95% confidence
A “typical” tolerance value for D = .025

If there is no prior knowledge regarding the sample standard deviation, it can be estimated by dividing the
range of values by 6.

Example For Estimating Means

Past experience indicates that weekly income is normally distributed with a standard deviation of $500. How
large of a sample is needed to estimate the income with 99% confidence and a $60 tolerance?

t = 2.58 for 99% confidence, s = $500, D = $60

s 500)°
n= t2#= 2.582%= 463 observations

Algebraic Relationships (Mean9 ME& =7 F5}7))

Precision = (# of errors) * (size of standard error)
o

Vn

D=z—p= 2oy, J98H oy = [Qh=k=1

) = precision

2_ 422
nD"=1ts
2
_ 4.2 S .
n=t ?: sample size for means

Example For Estimating Sample Sizes For Means

The management of a local restaurant wants to determine the average monthly amount spent by households in
fancy restaurants. Some households do not spend anything at all, whereas other households spend as much as
$300 per month. Management wants to be 95% confident of the findings and does not want the error to
exceed + $5.

t = 1.96, s = range/6 = $300/6 = $50, D=$5 (H&)
2

2 S .
n=t ? = sample size for means
2
2 (50
n= 1,962%= 384 observations
9

After the survey was conducted, the average expenditure was found to be $90.30 and the standard deviation
was $45. Construct a 95% confidence interval,

x = $90.30, t = 1.96, s = $45, n = 384



Precision = (# of errors) * (size of standard error)
s 45

= ision = 1.96 = $4.5
\/ﬁ precision m $

x * precision, $90.30 = $4.50

D=t

We are 95% confident that the true mean falls between: $85.80 and $94.80
Suppose A Mean And A Proportion Are To Be Estimated In The Same Survey

We wish to estimate with 95% confidence the proportion of a population that owns a TV within 3%, and the
average number of hours viewed weekly within 1 hour.

_ 2p(1—p) . .
n==t T = sample size for proportions
5.5(1—.5
n= 1»9610(7.0): 1,068 observations
03
2 S .
n=t ? = sample size for means

What is s? Suppose it is thought viewing ranges from 0 to 10 hours daily, or 0 to 70 hours weekly. The
range of 70 divided by 6 suggests that s=11.7 hours.

5 (11.7)?
n= 1.962%: 526 observations.

Thus, to estimate both the proportion and the mean as specified, make 1,068 observations.

[Discussion]

1. Using Table 2 of the Appendix of Statistical Tables, calculate the probability that
a. z is less than 1.48
z { 1.48 = 0.4306 + 0.5 = 0.9308
b. z is greater than 1.90
z ) 1.90 = 0.5-0.4713 = 0.0287
c. z is between 1.48 and 1.90
1.48 ( z ( 1.90 = 0.4713 - 0.4306 = 0.0407
d. z is between -1.48 and 1.90
-1.48 <z < 1.90 = 0.4713 + 0.4306 = 0.9019

2. What is the value of z if
a. 60% of all values of z are larger
z ( 0.0255 = 0.1
Thus z ) -0.0255

b. 10% of all values of z are larger
z (128 =04
Thus z ) 1.28

c. 68.26% of all possible z values (symmetrically distributed around the mean) are to be contained in this
interval.
z ( 1.0 = 0.3413

Thus -1.0 ¢ z ( 1.0

3, The management of a local restaurant wants to determine the average monthly amount spent by households in
fancy restaurants. Managements wants to be 95% confident of the finding and does not want the error to exceed
plus or minus $5.

a. After the survey was conducted, the average expenditure was found to be $90.30 and the standard deviation
was $45. Construct a 95% percent confidence level.

i

= X+zsy (@7} A7t BESIA AUz AL 5 918.)
$45

Vn

=$90.30+1.96

b. What sample size would have resulted in a standard deviation of $45?

D=z =1.96 =5

4, To determine the effectiveness of the advertising campaign for a new videocassette recorder, management would
like to know what percentage of the households are aware of the new brand. The advertising agency thinks that
this figure is as high as 70 percent. Management would like a 95% confidence interval and a matgin of error no
greater than plus or minus 2 percent.

a. What sample size should be used for this study?

n= tz%: 1.962L_37): 2016.84

n = 2017 observants.

b. Suppose that management wanted to be 99% confident but could tolerate an error of plus or minus 3%.

How would the sample size change?

s p(1—) 0.7(1—0.7

n= #11(7211)= 2.582(72)
D 0.03

n = 1554 observants.

=1553.16

5. Assuming that n=100 and o=5, compute the standard error of the mean.




