Chapter 16. Data Analysis: Frequency Distribution, Hypothesis
Testing, and Cross-Tabulation

Frequency Distribution

; Frequency distribution
;A mathematical distribution with the objective of obtaining a count of the number of responses
associated with different values of one variable and to express these counts in percentage terms.
; frequency distribution for a variable produces a table of frequency counts, percentages, and cumulative
percentages for all the for all the values associated with that variable.
; Conducting Frequency Analysis
; @ Calculating the frequency for each value of the variable
; @ Calculate the percentage and cumulative percentage for each value, adjusting for any missing values
; ® Plot the frequency histogram
; @ Calculate the descriptive statistics, measures of location, and variability
; A frequency distribution helps determine the extent of illegitimate responses. (& Eo0] 03} § Fro] QW

illegitimate response@& & 4 UTH The presence of outliers can also be detected.

Statistics Associated with Frequency Distribution
Measures of Location
; Measures of location
; Statistics that describe locations within a data set. Measures of central tendency describe the

center of the distribution.
; Ol2le] Mean, median, mode: O] central tendencyS A&Esh=s 27| THE wiHolgt & 5 k.

Mean
; Mean ()
; The average; that value obtained by summing all elements in a set and dividing by the number
of elements.
n
X= ZX,'/H
i=1
Xi = observed values of the variable X
n = number of observations (sample size)

Mode
; Mode (F¥I3h)
; A measure of central tendency given as the value the occurs the most in a sample distribution
; Mode is the value that occurs most frequently.

Median
; Median (913

; A measure of central tendency given as the value above which half of the values fall and
below which half of the values fall.
; The middle value when the data are arranged in ascending or descending rank order.

; THOF distribution0] asymmetricSITHH, O] measureE AMES|OF ST}
; If the variable is measured on a nominal scale =) mode
; If the variable is measured on an ordinal scale =) median
; If the variable is measured on an interval / ratio scale =) mean is best, median is alternative. S}X]

Uk meanS ARESHA FW IR ZAL 2 outlierdtol] dWsHA FEE FISIC outlierdto] YOW meanTt
mediang Z0] AMESH= Zo] Wtk

Measure of Variability
; Measure of variability
; Statistics that indicate the distribution's dispersion
; 037101 range and variance or standard deviation O] AT}

Range
; Range
; The difference between the smallest and largest values of a distribution

; Range = Xy gest = Xomaliest

Variance and Standard Deviation
, Variance

; The mean squared deviation of all the values from the mean.

; Standard deviation
; The square root of the variance.
; The standard deviation of sample sx

; n-10] AFRE OlFE sampleo] HETHOIA ®a UL mE.

Introduction to Hypothesis Testing
; examples of hypotheses generated in marketing research: [ U&$4E QO] dotE 7]
; The average number of stores shopped for groceries is 3.0 per household
; The department store is being patronized by more than 10% of the households
; The heavy and light users of a brand differ in terms of psychographic characteristics
; One hotel has a more upscale image than its close competitor.
; Familiarity with a restaurant results in greater preference for that restaurant.

A General Procedure for hypothesis testing

(1) Formulating the hypothesis
; 94 Ho9t HaE 248t stojok Sith Hox ) AgEE 71Aolth HypothesisE 4} population parameter®)
Fo HNelolol SIS BH p.o.7), BE B4 O Asud oHELH)E W X)
; B8 ZiH= HoE 71Z45tal Hag AEiskALU, Hog AMEStal Hag 71Z4stAL & & shldl Hog 7146HA &
=Uha Stodal O 23} Ebdeh(valid) Zolgtal ®Rolsoixe ¢t MEZQ Mg Adol mEW, Hovt Folghs
g Z™ste dHe |t

; Null hypothesis [FA57Hd]

; A statement suggesting no expected difference or effect. If the null hypothesis is not rejected, no
changes will be made.

; Alternative hypothesis [THE]7}4d]
; A statement suggesting some difference or effect is expected. Accepting the alternative hypothesis
will lead to changes in opinions or actions.



; Ho:m = 0.403} Z2 AEE one-tailed testQlE] ofListd thglzhdol xgkds

sFdg 7HRlal(directionally) ESE]7]
m2o|t} ¥HAE Ho: 7= 0.409] A= two-tailed testO]T}
: AEAQ] MR

; ASEQ o)A one-tailed test7} HIC} o] 2AQIT}
; One-tailed test

; A test of the null hypothesis where the alternative hypothesis is expressed directionally
;o) Ho:m < 0.40

; Two-tailed test

; A test of the null hypothesis where the alternative hypothesis is not expressed directionally.
;o)) Ho:m=0.40

(2) Select appropriate test
; & populationo] Tt inferenceE Boh= Aolgt MzkstA Erh
; Test statistics

; A measure of how close the sample has come to the null hypothesis. It often follows a well-know
distribution, such as the normal, t, or chi-square distribution.

(3) Choose level of significance,
Type-1 error
; Type-1 error
; Also known as alpha error, it occurs when the sample results lead to the rejection of a null
hypothesis that is in fact true.
;5 95% ARFIE UolAd 58 a1 O B3 |odo] th gdEe] fARMEe
5%2] g0l dd Mefls Z<olth

, Level of significance

7148Ed, A O

; The probability of making a type-I error.

; Level of significance(a)% = 100% - confidence level%

Type-1I error
; Type-I1I error
; Also known as beta error,
hypothesis that is in fact false.
; Type-13te YHAE |10 glth TR =T AFEES R9do] AL
; afhe gl b IV EET ¥l HA Jat A=
; Power of a statistical test

occurs when the sample results lead to nonrejection of a null

i)

B

; Complement (1-b) of the probability of a type-II error

Power of a Test
, Power of a test

; The probability of rejecting the null hypothesis when it is in fact false and should be rejected.
; & A rejectEoloF She FIFVMEE 7124E EE (5 AUR dg g€8)

; BE 1-bolth. HIF b7} €A AA LUEts a9t TAELE ag e FS gH0.000 2 FsH TH=skA
E2 b QAE A Hrh mEA 2879 R0 #¥E WEe Aol SQ5th HES a=0.052 FA Hrh
TS FoiRl agl oA ME 78 2W bE E0lA W, wEkA power of the teste] HEE S7HA
71A €t (&t gzt ojn)

(4) Collect Data and Calculate Test Statistics

; FOIT ME FE(p) 2 ME TV(n)E 7R BYHES] z-valueg TSITH

(5) Determining the Probability (critical value)

(6)(7) Comparing the probability(critical value) and making the decision

a) Determine probability associated with test statistic (TScal) : Compare with level of significance, a
if probability of TScal ( significance level(a), then reject Ho

b) Determine critical value of test statistic (TScr) : Determine if TScr falls into (Non) Rejection Region
if TScal ) TScr, then reject Ho

; SlLE & (probability) @ AAKSHIL FELHE SlLHE critical valueE 0183510 ALt & & ol W
e SR Feke RHGES i)

o

2EA

, Critical value

; The value of the test statistic that divides the rejection and nonrejection regions. If the calculated

value of the test statistic is greater than the critical value of the test statistics, the null hypothesis is
rejected.

(8) Marketing research conclusion

Cross-Tabulations

, Cross-tabulation

; A statistical technique that describes two or more variables simultaneously and results in tables that

reflect the joint distribution of two or more variables that have a limited number of categories or distinct
values.

; & Cross-tabg d17] ISIAlE categorize o] Qs & 4 AT

, Contingency tables

; Cross-tabulation tables; contain a cell for every combination of categories of the two variables.

; Cross-tab2 MROJA] BIH3] 20]&0 1 olfE ofefet 2t

; 1) Cross-tabulation analysis and results can be easily interpreted and understood by managers who are
not statically oriented.

; 2) The clarity of interpretation provides a stronger link between research results and managerial action
; 3) Cross-tabulation analysis is simple to conduct and more appealing to less-sophisticated researcher.

, Bivariate cross-tabulation

; Cross-tabulation with two variables

General Comments on Cross-tabulation

; 30 o] ®TL cross-tabQE EoP/ME HYIE ofgid BAL SETh gybdoz Z Ao FHojz 5719

expected observation0] QLoJoF AZ|HJE chi-square testE AREE 4 U EFH HIIX] WHert Jdg F9

=5
cross-tabe W] TAE FHohle Aol AojA HIEEF oIt

Statistics Associated with Cross-tabulation



Chi-Square
; F detol] Aol AERE A m Q1T
; Chi-square statisticg AFSE A% Ho=There is no association between the variables7} EIT}
, Chi-square statistic
; The statistic used to test the statistical significance of the observed association in a

cross-tabulation. It assists in determining whether a systematic association exists between the two

variables.

; Chi-square distribution
; A skewed distribution whose shape depends solely on the number of degrees of freedom. As the
number of degrees of freedom increases, the chi-square distribution becomes more symmetrical.

fe= - (f. = expected cell frequency, f(] = actual observed frequency)

n; = total number in the row
ne = total number in the column

n = total sample size

Y= Mo Jel
atieetis e
df = (r—1)(¢c—1) (df = degree of freedom)

; Ol A B U xeac ) X’er OIZMH, reject Hoolth.

=
5 &

H

; chi-square distribution2 skewed distribution O|C}. shapes dfo] Ftoll Q&ESH}. & dfgto] HAZS
HE7t ®Hr} tiEF o] Fojzith

; chi-square statistic® goodness-of-fit test Ol%= AMZE < QIUL These tests are conducted by
calculating the significance of sample deviations from assumed theoretical(expected) distributions and
can be performed of the chi-square statistic and the determination of its significance is the same as
illustrated earlier.

; chi-square statistic2 data® Al$=(count)ol@t A 5= U} percente] YejolAdE HA ATIAEQ! counts
or numbers2 HIFO] FOJoF MHES & QUU}. g chi-square testQ] 7]&o] U= 7ML observationd]
independentlydtA ¥d] LF2tHs ZAolth, SEARSOl AR9 9ol dgkg HXAl GElhe g Juisitt. &
St YWHEOF  chi-square analysise 2+ Aol o] 5HCF FHe AR AESH ok We expected

frequency= type-I errorsS e 7Hs4o] u}.

Phi Coefficient

; Phi coefficient
; A measure of the strength of association in the special case of a table with two rows and two

columns

; phi=00]¥ no associationle QU|SIT}, THF M=E0] perfectly associated®0] QUTFH phi=10] FCh

Contingency coefficient
, Contingency coefficient
; A measure of the strength of association in a table of any size.
Xz
X2 +n

C=

. @3l col F

rr
2
2
=
o
o

0

; B Mol 0~190d], c=0 oA HTY Yes Aujsith ¥hH 12 dojd 4 ¢l
2 table?] sized] QJEZO|T,

Cramer's V

; Cramer's V
; A measure of the strength of association used in tables larger than 2 X 2

_ ¢2 _ 2/2

V= \/mm(r 1),(c—1)" V= min(r—1),(c—1)

Z ol phiE 7WASIA o Alol=oE AgE 5 ALESF UE #FEoth B3t Ve 0~1€ 7A€t 52
< 9n]

o H&

On|SHA| R, ofBA W50l ddEo] JlETHE UEIRIE &t

Cross-tabulation in practice

@D Construct the cross-tabulation table
@ Test the null hypothesis that there is no association between the variables using the chi-square statistics

@ 1If you fail to reject the null hypothesis, there is no relationship

@ 1If Ho is rejected, determine the strength of the association using an appropriate statistic (phi coefficient,
contingency coefficient, or Cramer's V)

® If Ho is rejected, interpret the pattern of the relationship by computing the percentages in the direction of
the independent variable, across the dependent variable. Draw marketing conclusions.



[Discussion Problems]

1. In each of the following situations, indicate the statistical analysis you would conduct and the appropriate test
or test statistic that should be used.
a. Respondents in a survey of 1,000 household were classified as heavy, medium, light, or nonusers of ice
cream. They were also classified as being in high-, medium-, or low-income categories. Is the consumption of
ice cream related to income level?
; Data’} Q71 ST ol & W4 Ajolo] ABES S-sHE, x° testE 0l83He EAOITH
Null Hypothesis(Ho) : "Independence" = No association between Income and Consumption.
Alternative (Ha) : "Interdependence" = There is dependence relationship between income and
consumption.

a = 0.05
df = (r-D(c-1) =6
reject Ho if P(x2,) (a = 0.5

{ra} c& row/column<®}

. . 2 2
reject Ho if Xcaie = Xeritical

b. In a survey using a representative sample of 2,000 households from the Synovate consumer panel, the
respondents were asked whether or not they preferred to shop at Sears. The sample was divided into small
and large households based on a median split of the household size. Does preference for shopping in Sears
vary by household size?

; @Al DataZ} §l71& SRR two-sample t-test ®AIOIC} (S sampled] THE sampleQ] responsed] &S FA|

)

5
[e13
=

o

Ho! wi= ue

Ha: ui¥ u:

a = 0.05

df = n-2 = 2000 - 2 (1998)

reject Ho if P(t.y.) € 0.025 = a/2 (h? two-tailedo]7] WE)

reject Ho if .. > 1.96 or t.,. ¢ -1.96

2. The current advertising campaign for a major soft drink brand would be changed if less than 30 percent of the
consumets like it.
a. Formulate the null and alternative hypotheses.
Ho:P = 0.30
Ha: P <0.30

b. Discuss the type-I and type-II errors that could occur in hypothesis testing.
Type I error : Error occurred by bad measurement. Error created by chance.
Type II error : Not rejecting Ho which has be rejected. It can occur by small sample size and bad

measuring procedure, You will miss your opportunity because you didn't do anything.

3. A major department store chain is having an end-of-season sale on refrigerators. The number of refrigerators

sold during this sale at a sample of 10 stores was 80 110 0 40 70 80 100 50 80 30.

a. Compute the mean, mode, and median. Which measure of central tendency is most appropriate in this case
and why?

b. Compute the variance and the standard deviation.

[SPss & &3]

Valid 10
N .

Missing 0
Mean 64.0000
Median 75.0000
Mode 80.00
Std. Deviation 33.73096
Variance 1137.778
Minimum .00
Maximum 110.00

Mean is more appropriate.

c. Construct a histogram, and discuss whether this variable

Frequency

is normally distributed.

2.0
2.5
o //\
1.6
1.0
0.5 \
1 Maan = 64.00
Std. Dew. - 33.73006

00 M- 10

0.00 2000 4000  60.00 80.00 10000 120.00

value

It is not normally distributed.



5. A research project examining the impact of income on the consumption of gourmet foods was conducted. Each
variable was classified into three levels of high, medium, and low. The following results were obtained.

Income
Low Medium High
Low 25 15 10
Consumption of .
Medium 10 25 15
Gourmet Foods
High 15 10 25

a. Is the relationship between income and consumption of gourmet food significant?
Ho :© There is no association between income and consumption. "Independent”
Ha @ There is association between income and consumption. "Interdependence”

a = 0.05
df = (r-1(c-1) =4
Xerir = 9.488

reject Ho if X2, ) 9.488

xfnl(» = (25-16.7) ~2/16.7 + (15-16.7) ~2/16.7 + (10-16.7) ~2/16.7 + (10-16.7) ~2/16.7 + (25-16.7) ~2/16.7 +
(15-16.7) ~2/16.7 + (15-16.7) ~2/16.7 + (10-16.7) ~2/16.7 + (25-16.7) ~2/16.7 = 20.95868 ) 9.488

So Ho will be rejected.

b. Is the relationship between income and consumption of gourmet food strong?
Yes. It has strong relationship.

c. What is the pattern of the relationship between income and consumption of gourmet food?
Higher the income, more gourmet food consumption.

6. A pilot survey was conducted with 30 respondents to examine Internet usage for personal(non-professional)
reasons. The following table contains the resulting data given each respondents' sex, familiarity with the Internet,
Internet usage in hours per week, attitude toward Internet and toward technology, both measured on a seven-point
scale, whether the respondents have done shopping or banking on the Internet.

a. Obtain the frequency distribution of familiarity with the Internet. Calculate the relevant statistics.

Histogram

J /Y

Frequency

Hean - 4,87
5td. Dav. = 1.737
- 30

7 T T T T 7
5 : B : : o
familiar
There is "Outlier" value 9. It is required to drop this value.

Result of dropping 9 value:

Histogram

Frequency

\ tsan - 4.72
. Dar. = 167
2

1 2 a 4 5 6 7 8

familiar

As you can see, the result is more relevant.

Ho: There is no association between sex and internet usage.
Ha: There is association between sex and internet usage.

a = 0.05
df = (=D (c-1) = 1
Xori = 3.841

Reject Ho if P(x2;.) < 0.05

[SPSS <=8 A3} - Chi square test]

b. For the purpose of cross-tabulation, classify respondents as light or heavy users. Those reporting 5 hours or
less usage should be classified as light users and the remaining as heavy users. Run a cross-tabulation of sex
and Internet usage. Interpret the results. Is Internet usage related to one's sex?

Value df Asymp. Sig. Exact Sig. Exact Sig.
(2-sided) (2-sided) (1-sided)
Pearson Chi-Square 3.333(b) 1 .068
Continuity Correction(a) 2.133 1 144
Likelihood Ratio 3.398 1 .065
Fisher's Exact Test 143 072
Linear-by-Linear
o 3222 1 073
Association
N of Valid Cases 30

P(y%,.) = 0.068 > 0.05

So Ho will not be rejected. (in 95% confidence interval)

SHRIEE 90%2] AlZ|7E (a = 0.1) OAlE,
P(x%,,)=0.068 < 0.1

Ho will be rejected.

7b ®th




Chapter 17. Data Analysis Hypothesis Testing Related to

Differences

Hypothesis testing related to differences
; Parametric tests
; Hypothesis testing procedures that assume the variables of interest are measured on at least an interval

scale.

The t Distribution
; Parametric tests provide inferences for making statements about the means of parent populations.
; t-Test
; A univariate hypothesis test using that t distribution, which is used when the standard deviation is

unknown and the sample size is small.

; t statistic
; A statistic that assumes the variable has a symmetric bell-shaped distribution and the mean is known
(or assumed to be known), and the population variance is estimated from the sample.

distribution

; A symmetric, bell-shaped distribution that is useful for small sample (n(30) testing.
; t distribution € normal distributiony} RARBIL} AEE FJo] HL} 311 SN Go] At} ol BT Bib
o] GHAUA L3 BE BAOZEEH {FEY] 2oty T8 n9 747t AXH normal distributionyt A2] H|

S THnY=120)

-t

SXIS/\/;

t= (X— u)/sf (t distributed with n-1 degrees of freedom)
Testing hypothesis based on the t Statistic

One-Sample t-Tests
; examples of One-sample t-test
; The market share for the new product will exceed 15%.
; At least 65% of customers will like the new package design.
; The average monthly household expenditure on groceries exceeds $500.
; The new service plan will be preferred by at least 70% of the customers.
; Hypothesis olgiel Z< HEIE WU}
Ho:p =170
Ha:p>17.0

Test for a Single Mean
; Example 1) #page 465: New machine attachment®] =9 o5 (70% o]&h) [EojE A]
; mean, STD, a& o83l t& A4S thaoll, df=n-1& 0I83 a=0.059] t_critg A4S
; teale ) tere I Ho reject OJTH
; =8 BT STD7E g2 ATHH, z-testE Ol&8F & Uth

; Example 2) 2719] AE(100h/20000] 4 ofl el HER/E ASE Wt ZAL [E0E A
; O] & 100-2 A preference”}t 5.091K AArsH= £Al.

; z-Test
; A univariate hypothesis test using the standard normal distribution.

2= (X—p)loy
Test for a Single Proportion

Two-Sample t-Tests

Two Independent Samples
; Examples
; The populations of users and nonusers of a brand differ in terms of their perceptions of the brand.
; The high-income consumers spend more on entertainment than low-income consumers.
; The proportion of brand loyal users in Segment I is more than the proportion in Segment II
; The proportion of households with an Internet connection in the US exceeds that in Germany.

& 4 Atk FEELS ol REUIA JOE HA

o

; B GRR T Z210] ZPEE0IA 2709 The BETo] 2Y
Lol 53EQl #Eo] Erh

, Independent samples
; Two samples that are not experimentally related. The measurement of one sample has no effect on

the values of the other sample.

Means
; B & Hypothesis= ofgel 22 HElg drh
Ho: py = py
Ha:py = py

[1] (If both populations are found to have the same variance) Pooled variance estimate is computed

from the two sample variances:

n, Ty

DX - X (X, - X,)
i=1 -

2 i=1

ny+ny—2
(nl — 1)5f + (71,2 — 1)5%
ny +n, —2

2 _

The standard deviation of the test statistic can be estimated as:
of 1 1
Sv_ v =4/ |—+—
X=X, ( ny, o Ny )

The appropriate value of t can be calculated as:
(X, = Xy) = (5 — )

S

X=X,
o] ASLE0 A0IA degrees of freedom = (ng +ny, —2)7} Hh
[2] (If the two populations have unequal variances) an exact t cannot be computed for the difference

in sample means.
; O] ARolE 1o ZARE 7 4 ol gtk ESE digte AR UA &V)o) drEEste] Algstoiof



SHch

The standard deviation of the test statistic can be estimated as:

; B-test
; A statistical test of the equality of the variance of two populations.
;& 219 ByTo] 22 BAS ZHKD QIEA] K] 28 o 2910k

Hypotheses are:
L2 2
Hy:07] =0,

L2, 2
H, :0] # 0,

, F statistics

; The F statistics is computed as the ratio of two sample variance.

s

Fo-1m,-1) =3
52

o] mf,
n; = size of sample 1
n; = size of sample 2
ni-1 = degrees of freedom for sample 1
n-1 = degrees of freedom for sample 2

2 .
si” = sample variance for sample 1

2 _ .
sy’ = sample variance for sample 2

, F distribution

; A frequency distribution that depends upon two sets of degrees of freedom: the degrees of
freedom in the numerator and the degrees of freedom in the denominator.

-

; B QAKX Foes 2719 dfE €QE ST} ke numerator, ECHE 3= denominator.

; example 3) F testg 0]&3to] 27) Yk ks Hlwske oA pd70 [Eo018 A

A

; one-tailed?} two-tailedE A ol W AMESH=Al HEsHA YolF=s: & A, 7 two-tailed test/t B
T} conservativedtth, & two-tailed testolA] HoZt 71ZFEITHA, one-tailed testo]A= Hoe 712

Proportions
; Example) US, Hong Kong FHIA] oAl [p472] [EolE ZA]
_ P, —P,
T
Sp_p, = p(17p>[i ﬂ , p=%

The t-test is equivalent to a chi-square test for independence in a 2x2 contingency table. The
relationship:

2 _ 2
X(1) —tn,+u2—2

Paired Samples
; Examples
; Shoppers consider brand name to be more important than price when purchasing fasion clothing
; Households spend more money on pizza than on hamburgers.

; The proportion of households who subscribe to a daily newspaper exceeds the proportion
subscribing to magazines.

; The proportion of a bank's customers who have a checking account exceeds the proportion who
have a savings account.

, Paired samples

; In hypothesis testing, the observations are paired so that the two sets of observations relate to the
same respondents,

; & Ze ARgo] 2¥1 SEE Zolgtal Azkehd €t

Means
, Paired-samples t-test

; A test for differences in the means of paired samples.
; ORle 2 3Ae Mg 4 Atk

Ho:pp =0 (0] W} ppe paired-differenceolth.)

Ha:pp =0
D- 1D
t,_1= o (The degrees of freedom : n-1)
D
~ HMp
t!l* =
1 Sy
Vn
Where
>.D;
B= i=1
n
Sp =
S5 =

; Example) Disney caseE Ol&3t0] AlLtete oAl [p474-475] [EOE A
; O] W} D=preference after the visit-preference before the visit 0] ET}

Proportions

; Ol& chi-square® HAE € & QUTH

Testing hypotheses for more than two samples

; Analysis of variance(ANOVA)
; A statistical technique for examining the differences among means for two or more populations.
; O] T S Ho: HE meano] equaldhg 7S]
; examples
; Do the various segments differ in terms of their volumes of product consumption?
; Do the brand evaluations of groups exposed to different commercials vary?
; Do retailers, wholesalers, and agents differ in their attitudes toward the firm's distribution policies?
; Do the users, nonusers, and former users of a brand differ in their attitudes toward the brand?



Dependent and Independent Variables
; HE ANOVAE dependent variables(metric, & ratio scaleo]ojob SICHE ZpHok SiTh Esh 7L 2719
independent variableE 7}FICE O]E independent variables&2 % categorical (nonmetric)3foF SH

, One-way analysis of variance
; An ANOVA technique in which there is only one factor.
; & B9l categorical variable &2 single factor’} THE 118 MEZE FHoleHA =}

» =

; Factor
; Categorical independent variable; the independent variable must be categorical (nonmetric) to use

ANOVA.

; Treatment
; In ANOVA, a particular combination of factor levels or categories.
; Independent variable=X, dependent variable = Y. O] @] X& c/l9] categori& 7HK1l, YolE n7iQl

observation0] EXGHA €t} WEtA £ sample size ,N = n X7} HUh

Decomposition of the Total Variation
; Decomposition of the total variation
; In one-way ANOVA, separation of the variation observed in the dependent variable into the

variation due to the independent variables plus the variation due to error.

i SSy
; The total variation in Y
58, = S5Sy0tween T SSuithin

5 SSbetween
; Also denoted as SSy, the variation in Y related to the variation in the means of the categories of

X. This represents variation between the categories of X, or the portion of the sum of squares in Y

related to X.

) stithin
; Also referred to as SSemor, the variation in Y due to the variation within each of the categories of

X. This variation is not accounted for by X.

; Wb ofelet 2ol Edshe 2ol FhsSih
5, =55, + 5S4

c.n

58,= 3 2 (Y,; Y)*

j—li=1

n ¢ n

or 88, - - VP, 85, - 330, 7

i=1 j=tli=1
or SS, = En(YL-—?)Z, SSerror = E E(YU—VJ)Z
j=1 li=1

Y, = individual observation

Y; = mean for category j

<

= mean over the whole sample, or grand mean

= i"™ observation in the j" category

~

vy

Measurement of Effects

; X9 Yol theh S3t(effect) & SSE FFELE SSt X9 FHEIAR|S] Bt o] Bito] d@E|o] Ao SS9 &
Oz ge X 7iElae] el Yo e e xol7t S7HeeSs S7tskA Erh mEta X9 Yol tiet 3k ofeisl

Zol =38 4 Atk

’ etaZ(y,Z)
; The strength of the effects of X(independent variable or factor) on Y(dependent variable)

measured by etaZ(nZ). The value of 7]2 varies between 0 and 1.

n’ =S8,/SS, = (SS,— SS,,,0:)/SS,

Significance Testing
; one-way ANOVAOIA HoE ofzfiet 22 ez ddwrh

Ho:tpy = py = py == pe

; The estimate of the population variance of Y

SJ;Z= SS,/(c—1) = Mean Square due to X = MS,

ok
rlo

S:f= S8,,v0r/ (N=¢) = Mean square due to error = MS,,,,,
9 Zo] Uerd 4= Qlth

; Mean square
; The sum of squares divided by the appropriate degrees of freedom.

; Significance of the overall effect
; A test to determine whether some differences exist between some of the treatment groups.

SSJ./ (e—1) MS,

SS.,,0r/ (N—¢) — MS,,,,,

; Ol (c-1), (N-¢) dfE 7}8l F distributiong WHEL

=

Illustrative Applications of One-way Analysis of Variance
; Example) Effect of In-store promotion on sales [p479-p480] [Eol& Z]

is



Sample

Test/comments

One sample

Means

Proportions

t-test, if variance is unknown

z-test, if variance is known

z-test

Two independent samples

Means

Proportions

Two-group t-test
F-test for equality of variances

z-test
Chi-square test

Paired samples
Means

Proportions

Paired t-test

Chi-square test

More than two samples
Means

Proportions

One-way analysis of variance

Chi-square test

[Discussion Problems]

2. The current advertising campaign for a major automobile brand would be changed if fewer than 70% of the
consumers like it.

a. Formulate the null and alternative hypotheses.
Ho : m = 0.70
Ha : #<0.70

Ho will be rejected if

b. Which statistical test would you use? Why?
One-sample t-test will be used. Because we test for a single proportion.
z=2"7
o,
c. A random sample of 300 consumers was surveyed, and 204 respondents indicated that they liked the
campaign. Should the campaign changed? Why?

a = 0.05
Ho will be rejected if TScar » TScrir = 1.645

p—7 0.7 —204/300
Z=+—= = 0.74
o, \/ 204/300 x (1— (204/300))
300

TScar = 0.74 < 1.645
So Ho will not be rejected. The campaign will not be changed.

SHAIEE sample®] 7b 300ECH U Brid o #ze A3t

i

dojd & QU & Hr} B2 sample number’t R RE

3. A major computer manufacturer is having an end-of-season sale on computers. The number of computers sold
during this sale at a sample of 10 stores was 800 1100 0 400 700 800 1000 500 800 300

a. Is there evidence that an average of more than 500 computers per store were sold during this sale? Use a
= 0.05

Ho:p = 500

Ha: p> 500

a = 0.05

Ho will be rejected if P(t.,.) < a=0.05

[SPss =8 &A3t]

Test Value = 500
t df Sig. (2-tailed) Mean 95% Confidence Interval of|
Difference the Difference
Lower Upper
Sales 1.313 9 222 140.000 -101.30 381.30

P(t,;.) =0.222 > 0.05



So Ho will not be rejected.

(22 95% Confidence intervalE RHOI% HIZ & & QIT} ®Fo] 00] S071H Hohd

Gl71 W0l HoE 71ZsHAl &akA Eth

o] Qoj% Test valueE WAHALH(val=50) AZ|FHS WA (65%)5MH Hog 714 o UA Hrh

b. What assumption is necessary to perform this test?

4. After receiving complaints from readers, your campus newspaper decided to redesign its front page. Two new
formats, B and C, are developed and tested against the current format, A. A total of 75 students are randomly
selected, and 25 students are randomly assigned to each of three format conditions. The students are asked to

evaluate the effectiveness of the format on a 11-point scale.
a. State the null hypothesis.
Ho:py = pp = po

Ha : At least two means differ

b. What statistical test should you use?

c. What are the degrees of freedom that are associated with the test statistic?
One-way analysis of variance testing will be used (because more than 2 variables are involved)

a = 0.05
Reject Ho if P(F) < 0.05
Reject Ho if Flye > Foiricas = 3.10

* ol Wl Fppipieq AAISHE B
"How many groups do we have?' = ¢ = 3
"df between groups'= dfl = (c-1) = 3-1 =2
"df within groups" = df2 = (k-¢) = 75-3 = 72
Fy 79 =310

5. A marketing researcher wants to test the hypothesis that, within the population, there is no difference in the
importance attached to shopping by consumers living in the northern, southern, eastern, and western United States.
A study is conducted and analysis of variance is used to analyze the data. The results obtained are presented in

the following table.

ol A #2A| AFgE 4

Source df Sum of squatres| Mean squates F ratio F probability
Between groups 3 70.212 23.404 1.12 0.3
Within groups 996 20812.416 20.896

a. Is there sufficient evidence to reject the null hypothesis?
b. What conclusion can be drawn from the table?

Ho:py = pp
Ha:py # pg
a = 0.05

Reject Ho if P(F,,.) < 0.05
Reject Ho if Foyje > Feriticar = F3 996 = 2-60

A3g 245 BH
Fou=1.12 < 2.60

So do not reject Ho. There is no sufficient evidence to reject Ho.

c. If the average importance was computed or each group, would you expect the sample means to be similar

or different?

It will be similar because SSy.iueen € SSuithin.

d. What is the total sample size in this study?
dft = (c-1) = 3, So c=4.
df2 = (k-c) = 9%. So k=100.
n = ctk = 4+996 = 1000 observations.

a. Calculate the category means and the grand means.
[SPSS] Compare meansE $3SH}.

comm Mean N Std. Deviation
1.00 4.0000 10 81650
2.00 5.0000 10 1.05409
3.00 7.0000 10 1.05409

Total 5.3333 30 1.58296

b. Calculate SSy, SSx, and SSerror.

6. In a pilot study examining the effectiveness of three commercials (A, B, and C), 10 consumers were assigned to
view each commercial and rate it on a nine-point Likert scale. The data obtained are shown in the following
table. These data should be analyzed by doing hand calculations.

Sum of df Mean Square F Sig.
Squares
Between Groups 46.667 2 23.333 24.231 .000
Within Groups 26.000 27 963
Total 72.667 29

SSy = SSiwal = 72.667
SSx = SSpetween = 46.667
SSerror = SSwitmin = 26.000

c. Calculate 7.
7’ = S8S,/SS, = 46.667/72.667 = 0.642

d. Calculate the value of F.
F = MS,/MS, =23.333/0.963 = 24.231

error
e. Are the three commercials equally effective?
Ho:py = pp = pe
Ha : At least two means differ
a = 0.05

Reject Ho if Flype > Fopjrieas = Fop =474

23HE 2AoiEH




F.=24.231> 4.74

So Ho will be rejected.

F7}HO&, Post-hoc testo] ScheffeE &7 48

1%

s OF3E Hlart 7hsskA €tk okie 23 HolEolth

comm N Subset for alpha = .05
1 2
1.00 10 4.0000
2.00 10 5.0000
3.00 10 7.0000
Sig. 093 1.000
% 13} 2& T2 OFOE RS 4 I, 32 UE IFoE Rojok gg & 5 Utk

8. In a pretest, respondents were
scale. They were also asked to in

asked to express their preference for an outdoor lifestyle(V1) using a seven point
dicate the importance of the following variables on a seven-point scale.

a. Does the mean preference for an outdoor lifestyle exceed 3.0?

[SPss] &
Ho:p < 3.0
Ha:p> 3.0

a = 0.05

Reject Ho if P(t.y.) < 0.05

H|WOJE&E One-sample t-testg AMESHH HC}

<!

[SPSSBIZTH Test value=3S Fo@al AlLteH H.
Test Value = 3
t df Sig. (2-tailed) Mean 95% Confidence Interval of
Difference the Difference
Lower Upper

preferen 2.893 29 .007 1.03333 .3029 1.7638
P(tm,i‘) =0.007 < 0.05
So Reject Ho. ('cause zero is not included!)
TS 95% 2127 Wel Lower~Upper AOIO] (0] 2FE=AIE Hi 20| WL},

b. Does the mean importance of enjoying nature exceed 3.57

[SPSS] Y HIWO|EE One-sample t-testE ARESHH )

Ho:p =35
Ha:p> 3.5

Test Value = 3.5

t df Sig. (2-tailed) Mean 95% Confidence Interval of
Difference the Difference
Lower Upper
nature 3.225 29 .003 1.10000 .4025 1.7975

&JA] Reject Ho. ('cause zero is not included!)

c. Does the mean preference for an outdoor lifestyle differ for males and females?

AlF)

Ho: puyy = pyy
Ha:pyy # pow
a = 0.05

[SPSS] 150l A& TIE categoryol &3l JOHZ, two independent T-testE 48

Reject Ho if toye > tomien = 2.0484 (d£=28, a=0.05/2)

S} (Bl Levene's test 3E

Levene's Test for t-test for Equality of Means
Equality of Variances
F Sig. t df Sig. Mean Std. Error 95% Confidence
(2-tailed) | Difference | Difference Interval of the
Difference
Lower Upper
Equal
variances 2.746 .109 092 28 928 06667 72681 -1.42214 1.55547
assumed
preferen Equal o
Varﬁces 092 25.980 928 06667 | 72681 | 142737 | 156070
assumed

23 84
trare = 0.092 < 2.0484

Do not reject Ho. Keep Ho.('cause zero is included!)

d. Does the importance attached to V2 through V6 differ for

[SPSS] ZHztol] thafixl s=35hH, THE category respondentE

males and females?

4 o& SHEZ Independent samples t-test &SITE

5
2



Independent Samples Test

Levene's Testfor
Equality of Variances t-test for Equality of Means

9% Confidence

Interval of the
Mean | Std. Emor Difference

£ Sig. t df Sig. (2tailed) | Difierence | Difierence | Lower | Upper

Tt

Equal varances
assumed

Equal variances
et -8.025 2,537 000 | -3,08867 38214 | -385040 | -2.2819

a2 790 -8.025 28 000 | -3.08667 6214 | -3.84%5 [ -2.28389

wealher  Equal variances

assume: 1.087 310 E¥a 2 37 - 13333 64330 | -1.08230 [ 118663
Equal variances
not assurmed =207 2n. 2 837 - 1333 (64330 | 148200 118618

environm  Equal varanc es

R 1,485 | a0 2 ws | -1.60000 6% | 26799 | -sei0n
Equal vartances a0 | a7 w5 | -1.60000 675 | 268119 | ~51881

ewerciee  Equal variances o o

assnmed 1,08 28 283 - 66667 60893 | -1,91400 58067

Equal variances

ot assumed -1.0% 27.926 283 - 6667 60893 | -1,91415 56061

people

Equal variances
P 009 - A 2 004 | -1,86667 soeat | -300%4 [ -p07

Eoual varances | erms w0 | -1.68667 5963 | -309%6 | -63977

Bt 24]

_Q]

[teatel > tepiticar = 2:0484 Q1 HELS BE  Significance 3§t ZoJT},

o
rlo

95% CIol 00] XSte=A POH
Significance g+ Z.

nature . SIG

weather : N/S

environment : SIG

exercise . N/S

people : SIG

* SIG : Significant (0 is not included)
* N/S : Not Significant (0 is included)

o IntervaloA] negative Fol UTH= Ze g9 Frol e FHETE Ith= onjojtt, wekAl nature,

environment, peopled]A] 6349 value7t BHRTE Athes A4S & 5 AT

[e-f] Ol e~f= 22 S SEXI0| TS| HIASH= AOIER Paired t-testE AMS3IA B4t it HolEL olefiet 2t

Paired Samples Test

Paired Difference:

9% Confidence
Interval of the
Std, Error Difference

Far T
Pair 2
Pair 3

Mean Std, Deviation Mean Lower Upper 1 df Sig, (2ailed)
nature - weather 100000 2T 4ETE BEZ] 187159 237 2] 0%
weather - peaple -, 26667 1,88182 L3178 | -1,00858 47325 - 737 2 467
ensironm - exercise 93333 1,84641 35536 L0653 | 166013 2,696 2 014

e. Do the respondents attach more importance to enjoying nature than they do to relating to the weather?

2w

95% CIol 00] :EJEA] Zeth matk] FR7H 712

= Yes.

f. Do the respondents attach more importance to relating to the weather than that they do to meeting other

people?
A3t

95% CIoll 00] Tt mata] AR/ 712464 et

= No. (no difference in preference)

g. Do the respondents attach more importance to living in harmony with the environment than they do to
exercising regularly?

2w

95% CIoll 00] 2B Zeth matk] FR7H 712

= Yes.

Chapter 18. Data Analysis : Correlation and Regression

Product Moment Correlation

, Product moment correlation

; A statistic summarizing the strength of association between two metric variables.
; & ol 209 A H(interval or ratio) 7 ATHL] Al7|9 WEs Qoksh=ll AFSE= WHSOIth ol
Wiwf2 Pearson correlation coefficient, simple correlation, bivarate correlation, &
coefficient 2ta1% ETICH

; Examples

correlation

; How strongly are sales related to advertising expenditures?
; Is there an association between market share and size of the sales force?
; Are consumers' perceptions of quality related to their perceptions of prices?
; n7le) observation dlollAl X9t Y, Z18]3l product moment correlation r& ofjet Zo] Aakd 4 QIrh

n

M -X)(Y,-Y)

r=

n n

Division of the numerator and denominator by (n-1) gives
d -X)(Y,-Y)

. (x,

n—1

XX o (V0P
\/7:1 n—1 /= n—1
cov,,

= 5s,

; O] W COVyi= X Y TH9] covariance(@2AHE QU|SITE. covariancegte + 52 -7F € 4 Q4 SxSyZ U
7] W20l r2 -1.0 ~ +1.09] gE 7= = A =°

; Covariance

o

; A systematic relationship between two variables in which a change in one implies a corresponding
change in the other (COVyy)

; Example) Correlation A&t o&] [pd99] [E0iE A]

RCeE r=1.00] 7F47A LW ot JTBA7E Jlge guiEitt. (-1.02 JIABA7E et H9] JHIATL
o))

o o
o &

¥

; Since r indicates the degree to which variation in one variable is related to variation in another, it can
also be expressed in terms of the decomposition of the total variation.

SS.
! = Explained variation / Total variation = TSL
Y
P P P Ssy_ssf‘”“"
= (Total variation - Error variation) / Total variation = 55
Y

; i3t 12 BER AEEe S8ske EA (symmetric) WOt Th2 22 SHAFE Xof thst YO correlationolL}t Yol
oigt X9 correlationolut A2 Z2 ojopr|gHs omjojt). oi7]olA ofE WMt B W4olal B8 WeQIRE 59
SHAl @} T8 PMC(product moment coefficient) = A8 A9 FEE SESIEE HoUA HAY IFAE =53
SI=E dAEo] A gt F r=00lgke A KA AL QItholRl ‘& Atojoll ofF #AZL gtk ol of
Lzghs ZoIth (GIEE0] y=I-2xIT} 2 ABTAE AS 5 b ole r2 Folle Ao] E7Hs3ITh

; BEO] ofd RYTOR AAEJE Al, PMCE pE BAIECE AP r2 p2 olSAHestimator)olth Eg o] ] X
o} YOl Bito] Z2 Hejojof GIA, IR oW r2 deflate=|0] pE underestimatedtAl EICH

An)
2



; The statistic significance of the relationship between two variables measured by using r can be conveniently
tested.
; The hypotheses are
Ho:p=0
Ha:p#0
; The test statistic is

1—1?

; Example) t test [p502] [Eo18 Z]

n—2 142
t= 7'[ } (t distribution with df=n-2)

Regression Analysis
; Regression analysis (S]] £4])

; A statistical procedure for analyzing associative relationships between a metric-dependent variable and
one or more independent variables.
; Usage of Regression analysis
; @ Determine whether the independent variables explain a significant variation in the dependent
variable: whether a relationship exists.
; @ Determine how much of the variation in the dependent variable can be explained by the independent
variables: strength of the relationship
; @ Determine the structure or form of the relationship: the mathematical equation relating the
independent and dependent variables
; @ Predict the values of the dependent variable
; ® Control for other independent variables when evaluating the contributions of a specific variable or

set of variables

; TFEE =og 212, criterion variableo] Q1iE Q1 #AZ independent variableo] QJEHQ1 Z12 ofLgh= FolTh

o

Bivariate Regression (OJ#Zk 3]7])

; Bivariate regression
; A procedure for deriving a mathematical relationship, in the form of an equation, between a single

metric-dependent variable and a single metric-independent variable.

; Bivariate regression model
; An equation used to explain regression analysis in which one independent variable is regressed onto a
single dependent variable.
; Example
; Can variation in sales be explained in terms of variation in advertising expenditure? What is the
structure and form of this relationship, and can it be modeled mathematically by an equation describing a
straight line?
; Can the variation in market share be accounted for by the size of the sales force?
; Are consumers' perceptions of quality determined by their perceptions of price?

Conducting Bivariate Regression Analysis
Scatter Diagram
, Scatter diagram

; A plot of values of two variables for all the cases or observations.
; S &% dWeE 550, 58 WeE $28F plot ST
; o8 olg3te] dRke xkRael ojEet WEOIL BAIZE YR okl 4 itk

; Least-squared procedure
; A technique for fitting a straight line to a scattergram by minimizing the vertical distances of all
the points from the line.
; B4l (straight line)o] Yuht 7ol &g (fitting) XIS AAISHE WyolT}. o]Z2A Zoldl best-fitting line&

regression lineO]2tal HEC},

; Sum of squared errors
; The sum of the squared vertical differences between the actual data point and the predicted one on

the regression line.

Bivariate Regression Model

; The general form of a straight line is
Y=75,+5X
Y = dependent or criterion variable
By = intercept of the line
(B, = slope of the line

X = independent or predictor variable

; J8U IIRE error termE Hoke AT QUCh wWElA The basic regression equation olef9t Zt}.
Y=0,+5X+e
e; = the error term associated with the i" observation.
Estimation of Parameters
; TiZhel B2 Boxt Bi0] EEA AR L2710 F2 #S3H(Sample observation)S &3l of2iel o] ojSHTE
l?l= a+bx;
; o] uf 57,—‘:— Y,9] Estimated or predicted valueZ E2|il, a?t b [,3t 5,9 estimatorZ EECE ESH

44 b FZ nonstandardized regression coefficient® SeICH

; Estimated or predicted value
; The value 17,=a+bwi where Yi is the estimated or predicted value of Yi and a and b are

estimators of 3, and [, respectively.

; Nonstandardized regression coefficient
; The weight or multiplier of the independent variable when it is regressed onto a single dependent

variable.

; ast bE Foke 34

Y -DY.-Y) XY, nXY

i
xy _ i=1 _ =1

2 n n
S M(x, - X)? Mx-nX
i=1

; OlEA bE A at olefiet Zo] & 4= AUTh
a=Y-bX

; Example) OJHZF 3|7EA 3171 [p506-507] [Eo1E A]



Standardized Regression Coefficients

, Standardization
; The process by which the raw data are transformed into new variables that have a mean of 0 and

a variance of 1.
; Beta coefficient (or beta weight)

the slope obtained by the regression of Y on X
the slope obtained by the regression of X on Y

Y

; Ol z valueE T3k ZT} RASICL

; Also known as beta weight, used to denote the standardized regression coefficient
By.r = Blw =7,

; Relationship between standardized and nonstandardized regression coefficients

3 Byx

; BX‘/

o}

; example) beta coefficient 757] [p508-509] [E01& ]
[e)

oo

gs ¢

B, = b,,(5./5,)
; XOF YO EAR fod AF (significance testing)S {IsIAE okl 71ES HESHY.

Significance Testing
Ho:3,=0
; ol W FARIMEE XeQF Yo ofFd AF AT @l

Ha: 5, #0

b

= SE,
b9l standard deviation®

AHESITE (df=n-2)

t

; Ol ol SEw=
; SEb denotes the standard deviation of b and is called the standard error

Strength and Significance of Association

, Coefficient of determination

Total variation @ SS,
Explained Variation : SS,.,
0SS,

)

)

Residual Variation
Ao] Mgt

olEfet Ze 2

)

S8, = 55,,,+ 585,

— N 32

58, = Z}lm— Y)

Y-y
1

i

88,0, = 2 (Y= V)’
1

reg =

SS,

; The strength of association

NS} EIAEE QIoAE off9] t stastisticS

; Standard error
= WH57ho] Qo] A% (strength of association) coefficient of determination(r)S Eaf
; The proportion of variance in one variable associated with the variability in a second variable.

0]

A

rfr

g 458

524

res

SS,

HPHE coefficient of determination]

y

SS

T

) _ S8, _
SS, S8,
; example) 9] A4t Bx] [p510-511] [Eo® Z]
; X YOl AF A SQde St EOE
=3
; 7k
Hy:R.,=0
H :R., >0
; Ol e F testZ7h AFEEIAL ofliet Zo] Alate: 4= QIth. (df=1, n-2)
e S8S,eq
SS.../(n—2)

Prediction Accuracy

res
; The standard deviation of the actual Y values from the predicted Y wvalues.
; The difference between the observed value of Y and the value predicted by the regression equation

; Standard error of estimate (SEE)
; "The larger the SEE is, the poorer the fit of the regression"

; Residual
Y.
Multiple Regression (CFEZF 3]7)

; Multiple Regression

Examination of Residuals
; A statistical technique that simultaneously develops a mathematical relationship between two or more
; Can variation in sales be explained in terms of variation in advertising expenditures, prices, and level

independent variables and an interval-scaled dependent variable.

, Multiple regression model

; An equation used to explain the results of multiple regression analysis.
; Are consumers' perceptions of quality determined by their perceptions of prices, brand images, and

of distribution?
; Can variation in market shares be accounted for by the size of the sales force, advertising expenditures,
and sales promotion budgets?

; What is the contribution of advertising expenditures in explaining the variation in sales when the levels

=g 4 Atk

=
=

; examples
brand attributes?
; How much of the variation in sales can be explained by advertising expenditures, prices, and level of

distribution?

of prices and distribution are controlled?
; What levels of sales may be expected given the levels of advertising expenditures, prices, and level of

distribution?

; General form of the multiple regression model :

Y=0,+0X,+06,X,+..0.X,te

I= ool $:Alo] sf oSt
Y=a+b,X, +bX, + o+ b X,

’



Conducting Multiple Regression Analysis Partial Regression Coefficients
Partial regression coefficient

; BE 357 WS b2 SAsIRIE X0]

= WHalge UEMILH b2, b3

129 ol mf Xoe SAEAU HalEA] e (constant) L9 YO o=
lEaxdoN[el)= )

; Partial regression coefficient

; Also known as bi, denotes the change in the predicted value of Y when X, is changed by one unit
but the other independent variables, X, to Xk are held constant.

; The relationship of the standardized to the nonstandardized coefficients:
B, =b,(8,,/S,)

B, = b,(5,,/5,)

; ThHeol At olgfollAE equations & 4= glth
1) The sample size n (= The number of independent variables k
2) One independent variable is perfectly corrrelated with another.

Strength of Association
; Theg 53l AxrE & Ath

; Coefficient of multiple determination

; In multiple regression, the strength of association is measured by the square of the multiple

correlation coefficient, R2, which is called the coefficient of multiple determination.

SS, = 58,.,+ 58S,

reg res

n

85, = 3 (v,—Y)?

i=1

SS,
2_ PPreg
R SS,

;D R= 71g 2

oY I R S 4 Uk T =Y WSET AVTAYL ¢ o AL} vl =7 @
$E0] BARCR Sgolaid R: 27 oM FEtol g7t "l RE HO B2 5§ W4Eo] Bolg o ot
AXA €L}, olsHE ol2f$t o]FE adjusted R'E AFESITEH

; Adjusted R2
; The value of R? adjusted for the number of independent variables and the sample size.
k(1—R?
Adjusted R* = R*— ¥
n—k—1

; Example) R’ Adjusted R* A& oAl [p516] [BojE A]

Significance Testing

; O +¥E o TA 37 FAI 7
LRG| thHy 2 A

2 39 Als

R, =08l& 7¥geit.

o] FQEE I

Hy:R), =
; Ol ofefet sYsitt
Hy:8y=py=03=-.=6,=0

; AAEQ AFL olefet Zo] F statisticsE 01&sto] AT 4 QlTh

SSW,/k R%/k
SS,U/QL 1) 1-RY)/(n—k—1)

; example) R* A [p517] [Z018 Z]

2{5Hoof

STk FARZ QL Aol



[Discussion Problems]

1. A major supermarket chain wants to determine the effect of promotion on relative competiveness. Data were
obtained from 15 states on the promotional expenses relative to a major competitor (competitor expenses = 100)
and on sales relative to this competitor (competitor sales = 100). You are assigned the task of telling the manager
whether there is any relationship between relative promotional expense and relative sales.

a. Plot the relative sales (Y-axis) against the relative promotional expense (X-axis), and interpret this
diagram,

o B

safes

100,00 o

s0.00-

anood o

a0 oo oo vom  ieow

promotion

more promotion, more sales. A8 A7} JASS & 5 Arh

b. Which measure would you use to determine whether there is a relationship between the two variables? Why?
Bivariate Regressiong AM&5tojof ST

c. Run a bivariate regression analysis of relative sales on relative promotional expense.
d. Interpret the regression coefficients
[W7F S=1 4] @ asd dgat 9t xpol7t o, FAs 2% Foba J8A:= 2 2SS,
Model Summary
| | ‘ Adjusted | Std, Error of
Madal R R Square | R Square | the Estimate
0 I 5| G50 | | 312817
4. Predictors! (Constanty, promofion

ANOVA®
Sum of
Model Snuares df | Mean Square F Sig,
T Fegresston | 1725 T W) | 400 0
Residual 122210 IEl 9.7
Total 4093733 14
a. Predictors: (Constant). promotion
b. Dependent Variable: sales
Coefficients®
Unstandardized | Standardized
Coefficients Cosfilcients 95% Confidence Interval for B
Model B[St Enor Bela t Sia, | Lower Bound | Upper Bound
T T X T, =TT T 72T o5 |
promation 1176 058 S| 20149 o 1.049 1,300

a. Dependent Variable: sales

Sales = f(const, promo) = -9.768 + 1.175(promo)
R’ = 0.969

(a4 Fg]

Sales = f(const, promo)
Sales = -7.9 + 1.149(promo)
R’ = 0.986

e. Is the regression relationship significant?
* Y HEolN BEZS.

f. If the company matched the competitor in terms of promotional expense (if the relative promotional expense
was 100), what would the company's relative sales be?
¥ g dEolN HERE.

g. Interpret the resulting r’.
R? = 0.969; so there is strong linear relationship between two variables.

2. To understand the role of quality and price in influencing the patronage of drugstores, 14 major stores in a
large metropolitan area were rated in terms of preference to shop, quality of merchandise, and fair pricing. All the
ratings were obtained on an 11-point scale, with higher numbers indicating more positive ratings.

a. Run a multiple regression analysis explaining store preference in terms of quality of merchandise and
pricing.

Coefficients®

Unstandardized Standardized
Coefficients Coefficients Collinearity Statistics
Model B Std, Errar Beta Tolerance IF
T TConstant ] T T1%
Quality 976 097 7% 10.0%
Price 251 (il 218 3522
3. Dependent Variable: Preference

719 139
713 1.3%

Pref = f(const, qual, price)
Pref = 535 + .976 (qual) + .251 (price)

b. Interpret the partial regression coefficients.

c. Determine the significance of the overall regression.

d. Determine the significance of the partial regression coefficients.
quality is more important than price.
232 BAEl] HW qualityZ} price T} £Q6ITHs AS & 4 AU}

3. Imagine that you've come across a magazine article reporting the following relationship between annual
expenditure on prepared dinners (PD) and annual income (INC)
PD = 234 + 0.003 INC
The coefficient of the INC variable is reported as significant.
a. Does this relationship seem plausible? Is it possible to have a coefficient that is small in magnitude and
yet significant?
b. From the information given, can you tell how good the estimated model is?
It is plausible.
But the problem is that it has "0.003" in coefficient. It is problematic that we don't know the range and

drivers.

c. What are the expected expenditures on PDs of a family earning $30,000?
PD = 1134

= duht rangeZt S=uoll meEta ZIHE siAlshe Zlo] €ElE & At

we don't know the range of the model.



* magnitude problem, ....

d. If a family earning $40,000 spent $130 annually on PDs, what is the residual?
Residual = Y= ¥ = 130- (23.4+0.003*4000) = 94.6

e. What is the meaning of a negative residual?
They spend less money than expected.

5. Conduct the following analyses for the preference of the outdoor-lifestyle data.

a. Calculate the simple correlations between V1 to V6 and interpret the results.

Correlations

preferen nature weather | environm | exercise people
preferen  Pearson Conelation T BES LS 128 67 76~
Sig, (2-tailed) 506 (i 513 00 022
i} Ell El} Ell 0 Ell Ell
natre Pearcon Correlaion % T T2 BT ] B
Sig, (2-tailed) 506 393 05 237 013
i} 30 ] Ell 0 0 30
weather  Pearson Conelaton T 13 T =068 3%+ 3%~
Sig, (2-tailed) 0o 393 21 031 030
i} Ell 0 Ell 0 il Eil
environm _ Pearson Conelation =120 B0~ =060 T 308 007
Sig. (2-tailed) 513 005 721 038 807
i} Kl 0 il 0 il kil
exercise  Pearson Conelation 647~ 223 kT EC] T 15
Sig. (2-tailed) 0o 237 (ic] 038 547
i} Ell 0 Ell 0 il Eil
people  Pearson Conelation 416% [EEs 396+ 047 115 1
Sig, (2-tailed) 022 03 030 807 547
i} il 0 il 0 il Eil

= Correlation is significant at the 0,01 level (2-ailed).
*. Correlation is significant at the 0,05 level (2-ailed).

Sig € 0.05, &
Preference-weather,
Preference-exercise,
Preference-people,
Nature-environment,
Nature-people,
Weather-exercise,
Weather-peopled] correlation A7} &S & 4 ATh

b. Run a bivariate regression with preference for an outdoor lifestyle (V1) as the dependent variable and the
importance of enjoying nature (V2) as the independent variable. Interpret the results.

Model Summary

| | ‘ ‘ Adjusted | Std_Error of
Mode| i Fi Square | i Square_| the Estimate
o | 3 Y N N L

a. Predictors: (Constant), nature

Coefficients®

Unstandardized | Standardized
Coeficients Coeficients
Model B[ st Eror Beta ' Sig,
T TConstan ELE) a7z I ]
nature % 1% 128 675 506

. Dependent Variable: preferen

R’=0.016024], HTI2 U8 A7 S
betagt 13224 + 9] FA oIt}

o

o 5 gk

c. Run a multiple regression with preference for an outdoor lifestyle as the dependent variables. Interpret the
results, Compare the coefficients for V2 obtained in the bivariate and the multiple regressions.

Model Summary

Adjusted | Std, Eror of
Model fi R Square | R Square | the Estimate
]
a. Pradiciors: (Constant). peaple, ensironm, exercise,
weather, naure

Coefficients®

Unstandardized Standardized
Coefficients Caoefficients
Maodel B Std, Error Beta t Sig

T Consfant 563 B54 86T 33
nature =031 Bkl -9 - 258 19
weather 566 7 502 4,850 000
ensironm -288 128 .20 -2,250 .03
exercise 594 7 508 5,08 000
people 191 109 182 1743 094

a, Dependent Variable: preferen

Pref = .563 - .031(nature) + .566(weather) - .288(environ) + .594(exercise) + .191(people)

o] o} nature7} Y= ThEA - S 7He A8 & 5 Atk

6. In a pretest, data were obtained from 20 respondents on preferences for sneakers on a seven-point scale, 1 =
not at all preferred, 7 = greatly preferred (V1). The respondents also provided their evaluations of the sneakers on
comfort (V2), style (V3), and durability (V4), also on seven-point scales, 1 = poor, and 7 = excellent. The
resulting data follow.

a. Calculate the simple correlations between V1 to V4 and interpret the results.

Correlations

preferen | comfon | _style | _durabil
preferen  Fearson Comrelanan T S G 5]
Sig, (2-ailed) 008 on .00
N 2 € 2 i
Comfont Fearson Correlaton RIED T 50| 53]
Sig, (2-ailed) .8 010 05
N i i} 2 i
S4le  Fearson Correlaton B B0+ T )
Sig, (2-ailed) 02 010 4
N i i} 2 i
durabll  Fearson Correlaton Rien [0 E=) T
Sig, (2-ailed) 010 015 14
] € 2 pa

== Corelation is signilicant at the 0,01 level (2-tailed),
* Conelation is significant at the 0,05 level (2-talled),

A

o] W) UHAlE E5F significant SHAIEE durability - style= NOT important SHCH= 21

o
e
B
¥
o

b. Run a bivariate regression with preference for sneakers (V1) as the dependent variable and evaluation on
comfort (V2) as the independent variable. Interpret the results.
Model Summary
| | ‘ ‘ Adjusted | Std,_Emor of
Maodel i} fi Square A Square | the Eaﬂmﬂ
I 1 573 | 328 | 27 | 1,559
a, Predictors: (Constant). comfort

Coefficients®
Unstandardized Standardized
Coefficients Cosfiicients
Model B___|Std Erior Bota 1 Sig
T Tanstant (i 1337 A ]
comfort %21 ai 5% 2.957 008

a. Dependent Variable: preferen

z

r

A &,

c. Run a bivariate regression with preference for sneakers (V1) as the dependent variable and evaluation on
style (V3) as the independent variable. Interpret the results.
Model Summary
| ‘ Adjusted | Std. Ennril
Model R R Square_| R Square | the Estimate
0 1 512 Tz | 0| T.495

a, Predictors: (Constant), style

Coefficients®

Unstandardized Standardized
Coefficients Coefficients
Madel B ]St Enor Beta t Sig,
T TConstant) 1.078 B8 121 220
style 739 208 642 3.554 00z

a. Dependent Varlable: preferen

s

]

A EX.

d. Run a bivariate regression with preference for sneakers (V1) as the dependent variable and evaluation on
durability (V4) as the independent variable. Interpret the results.



Model Summary
Adjusted | Std_Ermor of
i A Square he Estimate
o I T EH 70| TE1

Madel A Square
a. Predictors! (Constant), durabill

Coefficients®
Unstandardized Standardized
Coefficients Coefficients

Iodel B Std_Emar Beta t Si
T Const@n) 307 ] T.361 0
durabili 598 203 559 2,857 010

& Dependent Variable: preferen

28 gme =,

[a4d ] (b-d) 7HA] Sdhetd

R2 P(f)

pref = f (comfort) 291 .008
(style) .380 .002
(durability) .274 .010

o gee ¢ 4 Ak

e. Run a multiple regression with preference for sneakers (V1) as the dependent variable and V2 to V4 as the
independent variables. Interpret the results. Compare the coefficients for V2, V3, and V4 obtained in the
bivariate and the multiple regressions.

[SPSS] T} o€l Enter®2 EAGHA styleo] MY Q5 UhR3l, StepwiseZ A5 Al style wWlil LHHA]
= T wxA ok

Coefficients®
Unstandardized Standardized
Copficients Coefficients 86% Confidence Interval for B_| Collinearity Statistics
Model B St Error Beta t Sig___| Lower Bound [ Upper Bound | Tolerance [ WIF
TConstan R T189 T 5 3008
durabil 3% 214 313 1571 1% -7 789 m 1410
comfort 258 30 161 7" a8 -506 102 561 1,781
style 504 234 438 215 047 007 1,001 51 1.459 ZFojge A7)
2 Dependent Variable: preferen [Enter2 Hojge &3
Coefficients®
Unstandardized Standardized
Coeficients Caefficients 9% Confidence Interval for B_| Callinearity Statistics
Madel E [ Std_Errar Beta t Sig, Lower Bound | Upper Bound | Tolerance | VIF
T Constan TR £ T2 7T ~T0E EE)
stle 79 20 612 3560 002 a2 117 1.000 1.000 [Stepwise® FojPe AT}

% Dependent Vanable! preferen

pref = 1.078 + .739 (style)



